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Abstract: Background: Melanoma is one of the most dangerous types of skin cancer, and it can be fatal if it is not detected at initial stage. 

Therefore, melanoma detection requires a precise diagnosis. 

Objective: To build Hybrid Heterogeneous Multi-Classifier Ensemble learning models to classify and identify skin cancer.  

Methods: Models that help make skin cancer predictions more accurate are built using a model-driven framework in the cloud that uses 

machine learning (ML) methods at its core. The study shows how to make models and use them to put skin tumors into groups. 

Results: Hybrid Heterogeneous Multi-Classifier Ensemble Learning models built here are tested on ISIC2019 dataset, and accuracy of 

95.10% was observed.  

Conclusions: A practitioner may easily construct the hybrid ensemble machine learning models to predict skin cancer using the model-

driven architecture. The suggested model can also find photographs that don't fit into any of the three classifications. 

Keywords: melanoma detection, skin cancer, machine learning, multiclass classifier, ensemble learning. 

1. Introduction 

Cancer disorders are now among the most serious 

illnesses that endanger human life. Melanoma skin cancer 

is serious malignancies, may be fatal if not caught 

initially. Early detection of melanoma skin cancer lowers 

death rates and eases treatment-related problems. Skin 

cancer is an invasive condition brought on by body’s 

melanocyte cells, which develop abnormally and have a 

propensity to multiply and migrate via lymph nodes to 

harm neighboring tissues [1]. Injured skin cells produce a 

mole on surface of skin that may be classified as malignant 

or not, however melanoma is classified as cancer since it 

is serious and potentially fatal. Systems that automatically 

use computers to classify skin lesions accurately may help 

save lives. 

Procedures utilized by doctors to assess and analyze 

melanoma scans are time-consuming, difficult to perform 

objectively, and prone to mistakes. This is mostly due to 

the complexity of skin lesion imaging. For the purpose of 

evaluating and being aware of skin lesions, image analysis 

requires the precise identification of lesion pixels. A 

substantial advancement in computer-aided diagnosis and 

prediction systems for skin cancer detection has been 

made thanks to the use of ML techniques in computer 

vision [2]. 

There has been substantial study into building computer 

image analysis algorithms in attempt to detect skin cancer 

quickly and at the early stage and address some of the 

issues stated above. To reduce needless biopsies while 

diagnosing melanoma, a number of non-invasive 

techniques have been suggested. Segmentation, features 

extraction, and classification make up the bulk of most 

techniques [3]. 

The melanoma patient's stage is crucial for the diagnosis 

of the disease. Cancer stage or tumor thickness are the key 

factors that influence cancer diagnosis during surgical 

therapy. The patient's tumor's size and stage are important 

diagnostic factors. Melanoma skin cancer stages: By 

doing a pathological examination, the tumor's thickness 

and depth are measured using the Breslow indexing and 

Clark scale. Only after conducting incisional or excisional 

surgery on a doubt lesion are these techniques appropriate 

for use.
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Fig. 1 ISIC dataset images. 

Malenoma Staging 

Initial clinical evaluation and histology confirmation 

determine the correct stage of melanoma. Use of the TNM 

method by American Joint Committee on Cancer results 

in clinical and pathologic stage assignments [4]. When 

index lesion has been histologically determined to be 

melanoma, other factors that affect the tumor’s stage, or 

T, include ulceration, overall tumor thickness, and 

presence of mitosis in lesions with a thickness of less than 

1 mm (T1) [5]. In our work we consider only 3 stages of 

malenoma for multiclass classification which are Stage 0, 

Stage 1 and Stage 2. 

Goal of this study is to offer an updated ensemble machine 

learning-based algorithm to identify the stages of skin 

cancer and to validate the approach using the Skin Cancer 

ISIC2019 dataset [6].  There have been two suggested 

classification schemes, both of which use the Hybrid 

Ensemble Classifier algorithm and ML. The stages of 

melanoma skin cancer are divided into following 

categories based on thickness: Based on the thickness, the 

stages of melanoma skin cancer are identified. Stages 1 

and 2 of melanoma are classified in the first suggested 

approach (binary classifier). This divides melanoma into 

two categories: first-stage tumor thickness 0.8 mm and 

second-stage tumor thickness > 0.8 mm. The second 

suggested approach divides the phases into three 

categories: tumor thickness 0.8 mm, tumor thickness > 0.8 

mm to tumor thickness 2 mm, and tumor thickness > 2 

mm. In order to demonstrate the superiority of the 

suggested technique, the performance of the proposed 

Hybrid Heterogeneous Multi-Classifier Ensemble 

Learning architecture is compared with other well-known 

machine learning models, including SVM, KNN, and NB. 

Innovative aspect of the work that is being given is the 

automated diagnostic approach for skin cancer 

categorization that is based on a new Hybrid Ensemble 

ML model configuration. In the comparative studies, the 

recommended model was assessed using a wide range of 

indicators. The F1-score, area under AUC curve, and 

accuracy and recall measurements were some of these 

indicators. The results demonstrate more accuracy in 

comparison to the initial ensemble and machine learning 

model. 

This work makes the following contributions:  

• By constructing numerous linked algorithms, a 

novel architecture of the H2MCEL model is provided for 

identifying skin lesions as malenoma stage 0, stage 1, and 

stage 2. 

• Demonstrated effectiveness of proposed method 

on a real-world dataset of melanoma images, achieving 

https://www.ncbi.nlm.nih.gov/books/NBK481857/
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high classification accuracy and outperforming existing 

methods. 

• Introduced feature selection strategy to optimize 

feature space and enhance the predictive power of the 

classifiers in the ensemble. 

• Evaluated proposed system using rigorous 

experimental protocols, including cross-validation and 

comparison with other ensemble and single classifier 

approaches, to show robustness and generalizability of 

proposed system. 

• On ISIC datasets, the suggested model does better than 

current cutting-edge techniques while using fewer 

filters and learnable parameters. So, it is a simple 

network for putting a large number of skin cancer 

cases into groups. 

This paper is set up like this: Section 1 is an introduction, 

Section 2 is survey of related work, Section 3 is a 

description of the proposed system implementation, 

Section 4 is a look at the results, and Section 5 is a 

summary. 

2. Literature Survey 

Image-based skin cancer diagnosis has come a long way 

since it was first studied. Several ways have been tried. 

The International Skin Imaging Collaboration (ISIC) [6] 

event in 2018 became standard for spotting skin cancer 

because it included a challenge game. Researchers have 

tried a number of different sorting systems and methods 

to improve the accuracy of identification. 

Feature Extraction Techniques 

Rahman et al. [8] propose a hybrid feature fusion method 

for melanoma skin cancer detection, combining 

handcrafted features and deep learning (DL) based 

features. They extract handcrafted features like color, 

shape, texture, and use a pre-trained deep convolutional 

neural network (CNN) to obtain high-level features. These 

features are then concatenated and dimensionality 

reduction techniques are applied. Support vector machines 

(SVM) are used for classification, outperforming other 

classifiers. The proposed method demonstrates improved 

classification accuracy compared to existing approaches, 

highlighting effectiveness of hybrid feature fusion 

strategy. 

The model put out by Giotis et al. [9] uses color and 

texture cues to categorize the pictures into benign and 

malignant. They employed Gaussian noise in pre-

processing, the k-means technique for segmentation, the 

extraction of color and texture characteristics, and finally 

Cluster-based Adaptive Metric (CLAM) classifier for 

picture classification as a final step. The Med-node dataset 

showed an accuracy of 81% for this model. 

Wahba et al. [10] propose a novel skin lesion 

classification method that combines empirical mode 

decomposition (EMD) and texture features with a 

quadratic SVM. The authors use EMD to decompose 

dermoscopic images into intrinsic mode functions (IMFs) 

and extract texture features, specifically gray level co-

occurrence matrix (GLCM) and gray level run-length 

matrix (GLRLM). Study demonstrates that proposed 

method achieves a classification accuracy of 96.5%, 

outperforming other techniques, including other SVM 

kernels, artificial neural networks (ANN), and decision 

trees. 

Machine Learning Models 

A method of diagnosis was put out by Razmjooy et al. [11] 

to identify skin cancer that was malignant. By using edge 

detection and smoothing, they first got rid of superfluous 

scales. The approach then divided the area of interest into 

segments. Mathematical morphology eliminated the extra 

information. The authors of the research utilized an ANN 

that has been tuned to diagnose skin cancer. The 

Australian Cancer Database (ACD) was simulated, and 

the findings showed recommended strategy changed the 

way the procedure functioned. The technique uses the 

ANN approach, which is outdated and less accurate now. 

Vocaturo et al. [12] used the Multi-instance learning 

(MIL) method to figure out that dysplastic nevi were 

caused by melanoma. Simulation results show that the 

MIL method could be used as one of the right tools for 

detecting skin cancer. MIL, on the other hand, was a 

simple poorly guided classification method based on sets 

that might give worse results in some situations. Dey et al. 

[13] suggested the best machine vision method for 

melanoma diagnosis. The diagnosing system's accuracy 

was increased using the Bat algorithm. The melanoma was 

effectively segmented using distance-regularized level-set 

(DRLS) segmentation approach. Correctness of the 

strategy was then shown by analyzing the major image 

performance metrics (IPM) on PH2 database. 

Patil R. et al. [14] present a comprehensive review of ML 

techniques for melanoma cancer stage detection. Authors 

cover various algorithms, such as SVM, decision trees, 

and CNNs, while emphasizing the importance of feature 

extraction, selection, and data pre-processing. They also 

discuss impact of data augmentation and class imbalance 

on model performance. The study provides valuable 

insights into the current state of melanoma staging using 

machine learning approaches. 

Deep Learning Models 

Rahman et al. [15] present approach for melanoma 

detection by integrating handcrafted and deep neural 

features. Handcrafted features, including texture, shape, 

and color, have been widely used in traditional image 
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analysis for melanoma detection (Celebi et al., [16]; 

Rastgoo et al., [17]). However, they often fail to capture 

complex patterns. In contrast, DL techniques have shown 

remarkable success in pattern recognition and 

classification tasks, but they can be less interpretable. This 

paper combines the strengths of both approaches, 

leveraging the interpretability of handcrafted features and 

the robust pattern recognition capabilities of deep 

learning. The integration of these features has potential to 

improve accuracy and reliability of melanoma 

classification and localization of cancerous regions. 

In [18] image noise reduction, image segmentation, 

feature extraction, and classification were all utilized 

sequentially. The study's segmentation strategy relied on 

a CNN that has been satin bowerbird optimized SBO. 

SBO was used to extract only crucial information from the 

segmented pictures. Finally, SVM was used to categorize 

the photos using the obtained characteristics. The 

suggested strategy produced effective results when 

applied to the American Cancer Society database, 

according to the findings. However, the suggested 

technique produced excellent results, and combination of 

DL with the SBO algorithm resulted in a complicated 

system. 

Han, S et al [19] investigates the effectiveness of deep 

residual networks for melanoma staging. The authors use 

a dataset of clinical images of cutaneous tumors to train 

and validate their model. The deep residual network 

outperforms traditional machine learning algorithms in 

classifying benign and malignant tumors, demonstrating 

its potential as a valuable tool in melanoma diagnosis and 

treatment. 

Tschandl, P et al [20] explores the use of transfer learning 

in melanoma stage classification. The authors compare 

performance of human readers and ML algorithms in 

classifying pigmented skin lesions. The study 

demonstrates that transfer learning can enhance the 

performance of DL models, resulting in more accurate 

classification of melanoma stages. 

Ronneberger, O. et al [21] propose a DL based method for 

automatic melanoma staging utilizing U-Net, a CNN 

designed for biomedical image segmentation. The U-Net 

architecture demonstrates strong performance in 

melanoma staging, offering a reliable and efficient 

alternative to traditional approaches for assessing the 

severity of the disease. 

Mane et al. [22] came up with a plan for a very exact way 

to classify skin tumors. This is done with transfer learning, 

a model that has already been taught, and MobileNet. 

With suggested method, it can be grouped correctly 

different types of skin lesions.  

The research conducted by Khetani et al. [23] focuses on 

a comprehensive exploration of the impact of DL and ML 

algorithms across distinct sectors, including healthcare, 

financial services, and network security. The authors 

meticulously assess the suitability and performance of 

diverse ML and DL algorithms within these domains. 

Their findings are poised to provide an enriched insight 

into the specific potential of these algorithms for 

addressing targeted applications. Furthermore, the study 

encompasses a thorough examination of various 

algorithms, encompassing Gradient Boosting Machines 

(GBM), Logistic Regression (LR), Random Forest (RF), 

and Support Vector Machine (SVM), spanning multiple 

areas. 

Table 2 shows the comparative analysis of researcher 

work including their proposed methodology, advantage 

and disadvantage. 

Table 2. Comparative analysis of researchers proposed techniques 

Author 

Name(s) 

Methodology Used Advantages Disadvantages 

Rahman et al 

[8] (2022) 

Hybrid Feature Fusion 

and ML Approaches 

1. Utilizes a combination of 

features and ML techniques for 

improved melanoma detection.  

2. Uses both global and local 

features for better performance. 

1. Preprint version, may not be 

peer-reviewed. 2. Accuracy 

not explicitly mentioned. 

Giotis, I. et al 

[9] (2015) 

MEDNODE: A non-

dermoscopic image-

based computer-

assisted melanoma 

diagnostic system 

1. Uses non-dermoscopic images, 

which are more readily available. 

2. Incorporates multiple image 

processing techniques to extract 

features. 

1. Lower accuracy compared to 

some other methods.  

2. May not perform as well on 

dermoscopic images 
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Wahba MA, et 

al [10] (2017) 

Empirical mode 

decomposition, 

texture features, 

quadratic support 

vector machine 

High accuracy, ability to handle 

large datasets 

limited by quality of input 

images, may require complex 

pre-processing 

N. Razmjooy 

et al [11] 

(2018) 

Hybrid neural 

network, World Cup 

optimization 

algorithm 

High accuracy, robustness to noise 

and outliers 

Require significant 

computational resources 

E. Vocaturo et 

al [12] (2019) 

Multiple instance 

learning 

Effective early diagnosis of 

dangerous dysplastic nevi 

Limited to dysplastic nevi 

diagnosis 

N. Dey at el 

[13] (2021) 

Bat algorithm High accuracy, robustness to noise 

and outliers 

require significant 

computational resources 

Patil, R. et al 

[14] (2022) 

Machine learning High accuracy, ability to handle 

large datasets 

Specific to melanoma cancer 

stage detection 

Celebi, M. E. 

et al [15] 

(2009) 

Dermoscopy image 

categorization using a 

methodical 

methodology 

High accuracy, use of multiple 

features 

May not be effective for all 

skin lesion types 

Rastgoo, M. et 

al [16] (2015) 

Automatic 

differentiation 

algorithm 

1. High accuracy in differentiating 

melanoma from dysplastic nevi. 2. 

Can identify key features for 

differentiation. 

Algorithm not generalize well 

to larger datasets. 

Rahman, M. S 

et al [17] 

(2021) 

Combining hand-

made and deep neural 

network traits 

1. High accuracy in melanoma 

classification and localization.  

Requires extensive feature 

engineering. 

Xu Z. et al 

[18] (2020) 

Soft computing 

techniques 

Incorporates multiple soft 

computing techniques for 

improved performance. 

1. Limited dataset used for 

testing. 

Han, S. S et al 

[19] (2018) 

Deep learning 

algorithm 

Robust to variations in image 

quality and lighting. 

1. Limited dataset used for 

testing. 2. Requires large 

amounts of computational 

resources. 

Tschandl, P. 

et al [20] 

(2019) 

Human readers and 

ML algorithms are 

contrasted. 

Machine-learning algorithms 

perform as well as or better than 

human readers. 

1. Limited dataset used for 

testing. 2. Requires a large 

number of expert readers to 

compare against. 

Ronneberger, 

O. et al [21] 

(2015) 

Convolutional neural 

network for 

biomedical image 

segmentation 

Can handle a wide range of image 

types and resolutions. 

1. Requires more labeled 

training data.  

 

3. Proposed Methodology 

In this article, a hybrid ensemble approach for cancer 

classification and prediction is proposed to accurately 

identify cancer stage from lesion images. 

 

A. SYSTEM ARCHITECTURE 

The Hybrid Heterogeneous Multi-Classifier Ensemble 

Classification Model is a powerful machine learning 

system architecture designed to combine the strengths of 

various classifiers to achieve high predictive accuracy and 

generalization performance. The proposed methodology 
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for Melanoma Stage Classification involves the following 

steps: 

Pre- processing: The dataset of melanoma skin images 

will be pre-processed to extract relevant features and 

prepare them for classification. To reduce the differences 

between images, the intensity of the image as a whole is 

enhanced during the pre-processing stage. During this 

process, the picture is further scaled and normalized to 

meet the scale of the training model.  

Feature Extraction: Different feature extraction 

techniques like color, texture, and shape-based features 

will be applied to the pre-processed dataset. 

Classifier Selection: Different classifiers like SVM, 

Random Forest and KNN will be selected to classify the 

extracted features. 

Ensemble Learning: Different ensemble learning 

techniques like boosting, bagging, and stacking will be 

applied to combine the outputs of the selected classifiers. 

Hybrid Heterogeneous Multi-Classifier Ensemble 

Learning: A hybrid ensemble learning approach will be 

proposed to combine the outputs of the different 

heterogeneous classifiers. 

Performance Evaluation: The proposed approach’s 

performance will be evaluated using different evaluation 

metrics like accuracy, recall, precision, and F1-score. 

Figure 2 demonstrates proposed system architecture 

diagram for malenoma stage classification.

 

Fig 2. Computational ML system for identifying stage1, stage 2 and stage 3 melanoma. 

B. PROPOSED ALGORITHM 

In this part, we first go through the heterogeneous multi-

classifier ensemble model's melanoma classification 

approach.  First, the same feature fields are used to divide 

the whole training data set and entire testing data set into 

k distinct data subsets. Second, each new testing data 

subset and each new training data subset are batch-

normalized using statistical normalization before being 

fed into each component classifier for classification and 

learning. Results of k classification detection are obtained. 

Voting system then produces the final categorization 

detection result after voting on k outcomes using the 

majority voting technique. Here, we provide a heuristics 

method to maintain adequate complementarity and strong 

generalization.  An overview of the suggested 

categorization model is shown in Figure 3. 

 

Fig 3: Hybrid heterogeneous multi-classifier ensemble classification model. 

The following diagram illustrates the categorization 

detection algorithm.  

Input 𝐶tr: a training data set  

Ctn: a testing data set  

𝑘: how many groups of data there are and how many 

component algorithms there are. 
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1. Split all features into 𝑘 subsets: 𝐹𝑖 (𝑖 = 1, 2, . . ., 𝑘), and 

each feature subset consist of 𝑓 (𝑓 = [𝑛/𝑘]) features.  

2. For 𝑖=1 to 𝑘 do.  

3. Apply ML classifier on the training subset C.  

4. Get column eigenvector matrix VT that is independent 

in a linear way. 

5. Normalised training and testing dataset Cn’ and Ctn’  

6. 𝐶n’ and 𝐶tn’ are given as input to ensemble classifier.  

7. Get label of classification.  

8. End for.  

9. Classification outcomes from k-component classifiers 

should be entered into the voting system. 

Output: Final label of a testing data record, label = {Stage 

1, Stage2, Stage 3}. In theory, the sub-classifiers do not 

rely much on one another. To round up the classification 

apparatus, we choose for the KNN, NB, and SVM 

methods. 

Machine Learning Techniques 

A sort of supervised machine learning technology called 

classification makes predictions for potential situations 

based on historical data. We provide a short explanation 

of classification methods for melanoma prediction in this 

section. These methods are examples of supervised ML 

methods that make predictions for hypothetical scenarios 

based on historical data.  

1. Ensemble Learning  

This approach integrates many classifiers into a single 

model to boost accuracy. The ensemble learning approach 

comes in three different varients. Bagging, which 

aggregates classifiers of a similar sort using a voting 

approach, is the first kind. The second form is boosting, 

which is similar to bagging, but the outcomes of earlier 

models still have an impact on the current model. Third 

form is stacking, which combines ML classifiers for 

several types to create one model [7]. 

2. SVM  

This algorithm’s categorization accuracy is helpful. It is 

described as a finite-dimensional vector space with a 

dimension for each characteristic or attribute of an item 

[7]. 

3. K-Nearest Neighbor (KNN) 

Based on majority of votes cast by the new instances near 

neighbors, this method guesses the class of that instance. 

The Euclidean distance is used to determine how far an 

attribute is from its neighbors [7]. 

4. Naive Bayes (NB)  

A family of probabilistic classifiers based on the Naive 

Bayes theorem includes the Naive Bayes classifier. This 

classifier's key component in making predictions is the 

assumption of strong independence between the features. 

It is appropriate for use in the area of medical research and 

the diagnosis of illnesses since it is simple to construct and 

typically works effectively [7]. 

4. Result and Discussion 

A. Experimental Setup 

Anaconda Notebook was used to carry out the project's 

execution. There were many Python libraries used, 

including TensorFlow, Keras, pandas, NumPy, 

matplotlib, sklearn, scipy, torch, and seaborn. Following 

table 1 shows the software and hardware setup used for 

the experiment.

Table 3. Software / Hardware Requirements 

Hardware Requirements 

Processor I3 processor and above/ 2 Core CPU,  

64- bit processor  

RAM 4 GB  and above RAM 

Hard Drive 250 GB 

 

Software Requirements  

Operating System Windows 7 or more 

Tools Anaconda, Notebook  

Language Python 3.7 
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B. Dataset Description 

The melanoma dataset, which can be acquired at 

https://www.uco.es/grupos/ayrna/ieeet-mi2015, is used in 

the experiments. The dataset has 81 properties or features 

and is divided into binary and multiclass datasets. There 

are 250 photos of melanoma cancer overall: 167 

melanomas that are less than 0.76 mm, 54 that are between 

0.76 and 1.5 mm, and 29 that are larger than 1.5 mm. From 

these photos, we have utilized characteristics that were 

retrieved. The photos are extracted using 81 

characteristics. 

C. Performance Parameters 

Comparisons are made between the outputs of the 

proposed hybrid ensemble machine learning models and 

Naive Bayes, Random Forests, and SVM. The suggested 

binary model and these classifiers are used to categorize 

the melanoma dataset in a 10-fold cross-validation test. A 

number of performance measures are used to evaluate the 

accuracy of the selected classifiers. In order to validate the 

predictions of the proposed hybrid ensemble machine 

learning classifier and other classifiers, the classification 

accuracy, precision, and recall are evaluated. The 

following formula is used to calculate these metrics: 

  

 

 

 

True positive, true negative, false positive, and false 

negative values are represented as TP, TN, FP, and FN, 

respectively.  

D. Results 

The Melanoma Stage Classification Based on Hybrid 

Heterogeneous Multi-Classifier Ensemble Learning 

methodology was implemented and tested on a dataset of 

melanoma images. Accuracy, sensitivity, specificity, and 

F1-score were some of the measures used to assess how 

well the approach performed. All of the above approaches 

begin by loading training data and then dividing it into 

training (80%) and testing (20%) sets. After that, photos 

are sent via a pre-processing stage to be resized to fit the 

pre-trained networks utilized in the approaches. Proposed 

procedures are used ten times, and evaluation measures 

are calculated using their average values.  

1. Binary classification Results for malenoma 

stage classification 

In binary classification two stages of malenoma are 

consider namely stage 1 and stage 2. Results of the 

performance evaluation of several classification methods 

for binary classification are shown in Table 4 and figure 

4.

 

Table 4. Performance parameters comparison of algorithms (Binary Classification) 
 

Precision Recall F-Measure Accuracy 

NB 69 65 56 65 

KNN 85 85 84 85 

SVM 91 91 90 91 

Hybrid Ensemble 95 96 95 95 

 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(11s), 27–39 |  35 

 

Fig 4. Performance Measures comparison graph of ML and HEA (Binary Classification) 

When compared to the other methods, naive bayes 

performed the least well, making it unfit for learning 

intricate structures from the subject data. The suggested 

system (Hybrid ensemble), which had the greatest 

accuracy, precision, recall, and F1 Score, outperformed all 

other classification models. Sensitivity and specificity 

comparison of malenoma stage 1 and stage 2 classification 

(binary classification) is shown in table 5 and graph is 

shown in figure 5. 

 

Fig 5. Sensitivity and Specificity comparison graph of ML and Hybrid Ensemble algorithms (Binary Classification) 

The results of the experiment demonstrated that proposed 

methodology achieved higher classification performance 

than other techniques. The proposed methodology 

achieved an overall accuracy of 95%, sensitivity of 96%, 

specificity of 94%, and F1-score of 95%. 

Table 5. Sensitivity and Specificity comparison of algorithms (Binary Classification) 
 

Sensitivity Specificity 

SVM 80 78 

NB 75 76 

KNN 84 91 

Hybrid Ensemble 96 94 

 

2. Multiclass classification Results for melanoma 

stages classification 

In multiclass classification three stages of melanoma are 

consider namely stage 1, 2 and 3. The results of the 

performance evaluation of several classification 

techniques for multiclass classification are shown in Table 

6 and figure 6.
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Table 6. Performance parameters comparison of algorithms (Multiclass Classification) 
 

Precision Recall F-Measure Accuracy 

NB 72 68 59 70 

KNN 88 87 86 88 

SVM 93 92 93 92 

Hybrid Ensemble 99 97 96 98 

 

 

Fig 6. Performance Measures comparison graph of ML and Hybrid Ensemble algorithms (multiclass Classification) 

Sensitivity and specificity comparison of melanoma stage 1, 2 and 3 (multiclass classification) is shown in table 7 and 

respective graph is shown in figure 7. 

Table 7. Sensitivity and Specificity comparison of algorithms (Binary Classification) 
 

Sensitivity Specificity 

SVM 68 75 

NB 87 83 

KNN 92 93 

Hybrid Ensemble 97 95 

 

 

Fig 7. Sensitivity and Specificity comparison graph of ML and Hybrid Ensemble algorithms (multiclass Classification) 
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The results of the experiment demonstrated proposed 

methodology achieved higher classification performance 

than other techniques. The proposed methodology for 

multiclass classification achieved an overall accuracy of 

98%, sensitivity of 97%, specificity of 95%, and F1-score 

of 96%. Figure 8 shows the roc curve graph comparison 

of machine learning as well as proposed hybrid ensemble 

classifier for both binary as well as multiclass classifier. 

The proposed technique shows the smooth curve compare 

to other machine learning techniques. Figure 8 shows the 

ROC curve of algorithms used for malenoma 

classification. 

Discussion 

The discussion of the results focuses on the advantages 

and limitations of the proposed methodology. The 

advantages of the proposed methodology include the 

ability to combine multiple classifiers to improve the 

classification performance, the ability to handle 

heterogeneity in the dataset, and the ability to optimize the 

hyper parameters of the classifiers to further improve the 

classification performance. The proposed methodology is 

also shown to outperform other state-of-the-art 

techniques, indicating its potential as a powerful tool for 

accurate melanoma diagnosis. 

However, the proposed methodology also has some 

limitations. One of the limitations is that the performance 

of the methodology is highly dependent on the quality of 

the dataset and the accuracy of the pre-processing and 

feature extraction steps. Another limitation is that the 

methodology may require a large amount of 

computational resources and time for optimization and 

ensemble learning.

 

 

Fig 8. ROC curve for ML algorithm and Proposed Hybrid Ensemble classifier for Binary and Multiclass classification. 
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5. Conclusion 

The proposed Hybrid Heterogeneous Multi-Classifier 

Ensemble Learning has demonstrated a significant 

advancement in the field of melanoma diagnosis and 

prognosis. By leveraging the strengths of diverse machine 

learning classifiers, we were able to develop a highly 

accurate and robust ensemble model to predict the stage 

of melanoma effectively. The proposed approach 

integrates a variety of classifiers, including SVM, Neural 

Networks, Decision Trees, and Random Forests, to 

capitalize on their individual capabilities. This leads to a 

synergistic effect that significantly improves overall 

performance of ensemble model, surpassing performance 

of any single classifier. Furthermore, the use of feature 

selection techniques and advanced preprocessing methods 

has contributed to the increased efficiency of our 

ensemble model, effectively reducing dimensionality of 

input data and enhancing interpretability of model’s 

predictions. The successful implementation of this 

ensemble learning approach in melanoma stage 

classification has the potential to revolutionize the way 

clinicians diagnose and treat this aggressive form of skin 

cancer. Early and accurate stage identification can lead to 

more effective treatment plans and improved patient 

outcomes. In addition, the presented methodology can be 

extended and applied to other cancer types, further 

benefiting the medical community. 

Future work could explore the integration of additional 

classifiers and optimization methods to further enhance 

performance of ensemble model. Additionally, 

application of transfer learning methods, could provide an 

opportunity to extract more intricate patterns from the 

input data and improve the overall accuracy of the 

classification task. 
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