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Abstract: Embedded real-time image processing applications are subject to strict design constraints concerning size and power. As devices 

scale down to nanoscale dimensions, circuit reliability becomes an increasingly pressing concern. Stochastic computing (SC) emerges as 

a cost-effective alternative to conventional deterministic binary computing, achieving this by encoding and processing information through 

digitized probabilities. This paper delves into the exploration of reconfigurable architectures to develop precise image-processing circuits 

for the compute-intensive blocks within baseline JPEG compression algorithms. These encompass RGB to YCbCr conversion, Discrete 

Cosine Transform (DCT), and Quantization, employing both deterministic and stochastic logic. Synthesis trial results underscore that 

stochastic implementation requires fewer hardware resources, occupies less physical area, and consumes less power when contrasted with 

deterministic logic. Employing an FPGA (PYNQ-Z2), the proposed designs have been executed, leading to power reductions of 112% and 

120%, as well as area utilization improvements of 14% and 67.67%, for RGB to YCbCr and DCT-Quantization stochastic circuits, 

respectively, in comparison with deterministic circuits 

Index Terms - Stochastic Computing, Deterministic Computing, Image processing applications, FPGA  

1. Introduction 

Real-time image processing typically needs a lot of 

hardware and/or software resources since pixel streams 

include enormous volumes of data.  Due to the 

computational demands of real-time image processing, 

there are significant layout limitations in relation to space, 

power as well as cost. In the context of image 

representation, an image is stored as a two-dimensional 

array, akin to a matrix and contemporary image 

processing programs often require functional 

modifications to the pixels of an input image [1][2][3][4]. 

If the hardware is compact, then may be combined with 

the imaging-sensing circuits to create a so-called" vision 

chip". These chips act as the preprocessing front end of an 

image processing system [1]. The implementation of 

Signal, Image Processing, Machine learning, neural 

networks, and analytics applications on programmable 

devices are intriguing considering the current 

developments in the Internet of Things (IoT) and wearable 

technology. However, multiple components and 

extremely intricate connections are frequently needed, 

which increases the amount of hardware and energy used.  

Stochastic Computing (SC) is a potential method for 

handling digital information. SC satisfies rigid IOT device 

requirements in terms of hardware resources for 

embedded and mobile platforms [5]. A team led by B. R. 

Gaines first presented stochastic computing SC in the 

1960s where binary data is used as probabilities, SC is an 

alternative to the conventional approach. SC makes use of 

very simple arithmetic units, Gaines introduced stochastic 

modules to carryout fundamental mathematical operations 

such as addition, multiplication, and division on stochastic 

numbers [6]. Minimal hardware footprint, low power, and 

energy-efficient circuits are achieved with SC-based 

hardware execution while high precision is maintained 

[5][7]. This study investigates SC as a binary computing 

option that is low-cost, low-power, and low-complexity. 

This work addresses the design of image processing 

circuits for compute-intensive blocks of the JPEG 

compression algorithm, encompassing both deterministic 

and stochastic approaches. First, we discuss the 

mathematical steps involved in the hardware 

implementation of RGB to YCbCr, DCT, and 

Quantization for both stochastic and deterministic logic 

circuits. Subsequently, we provide a quantitative analysis, 

focusing on area utilization and power. The structure of 

the paper is as follows. The process for synthesizing 

digital circuits using stochastic logic is covered in the 

section, II which also gives an introduction to stochastic 

logic. Section III outlines the prior endeavors conducted 

within the domain of Stochastic Computing, along with 

pertinent investigations into Reconfigurable Stochastic 

hardware applied to Image Processing applications. The 

section V and VI provide detailed explanations of the 

hardware design for the selected applications – RGB to 

YCbCr,DCT, and Quantization, respectively. These 

sections also encompass comprehensive descriptions of 

the implementation processes. In Section VII, you will 

find the outcomes of the conducted experiments, while 
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Section VIII delves into conclusions and future prospects. 

The paper concludes with a References section. 

2. Stochastic Computing 

Future integrated circuits will likely be constructed from 

developing Nano devices. Reduced integrated circuit 

footprint makes it more noise sensitive, which could result 

in unstable hardware implementation. Ionizing radiation-

induced soft errors are also a significant problem. 

Currently used fault-tolerant solutions like error-

correcting codes and modular redundancy are used to 

mitigate these issues. Furthermore, the stochastic 

implementation in deep submicron devices can be 

extremely resilient to tiny data variations that may be 

brought on by the production process or the operational 

environment. Stochastic circuits and stochastic computing 

applications create low-power designs with a small 

physical footprint for the hardware execution [5][6][7]. 

The fundamental benefit of stochastic computing is the 

high degree of parallelism made possible by the low 

complexity of hardware arithmetic units. As seen in Fig. 

1(a) logical AND gate can be used to multiply and Fig 

1(b) scaled multiplexer is used for addition [7][8]. In some 

arithmetic-intensive systems, stochastic circuits can 

replace conventional deterministic hardware components. 

A distinctive data representation used in stochastic 

computing relies on the statistics of the information rather 

than the bit positions of the bits in the stream. Probability 

is used to express a stochastic number. Consider the 

binary values "01001011" and "0110110101101110" 

which represent 0.5 and 0.625, respectively.  To illustrate, 

let's consider an example with a bit-stream X, consisting 

of 35% ones and 65% zeros. This signifies the value of a 

number, n = 0.35, representing the probability of 

encountering a one at a random bit location. It should be 

emphasized that X's structure and length are not required 

to be fixed. During n clock cycles, the n-bit inputs, X1 and 

X2, undergo multiplication through a two-input AND 

operation. The resultant, Z, will be 1 only if both the 

inputs are 1 in the similar cycle. To achieve addition 

stochastic number with the sum constrained within the 

range [0, 1], a scaled version of a two-input multiplexer is 

employed [6][7].  

Achieving desired precision and accuracy would require 

careful design of the stochastic number generators. The 

two popular Probability conversion circuits (PCC) used 

for binary-to-stochastic conversion are digital comparator 

CMP and weighted binary generator (WBG) [8]. 

Employing either a genuinely random or, more probable, 

a pseudorandom number generator, the conversion 

procedure comprises creating an m-bit random binary 

number in each clock cycle and then comparing it to the 

m-bit input binary number. Within the context of CMP, 

when the generated random number is smaller than the 

binary number, the comparator outputs a 1, and when it is 

not, it outputs a 0.  The probability of a 1 occurring at the 

comparator's output during each clock cycle matches the 

binary input of the converter when it is translated into a 

fractional number, presuming that the random numbers 

are spread evenly over the range [0,1]). WBG circuits 

function differently. Initially, it transforms the output 

sequence from an LFSR into a series of binary numbers 

with assigned weights. Subsequently, it produces the 

output bit stream by utilizing both the weighted sequence 

and the input binary number x [7][8][9]. For this 

investigation, we used the WBG, functions as a PCC 

proposed by Gupta and Kumaresan [10] shown in figure 

2(a) and the   an LFSR (Linear Feedback Shift Register) 

shown in figure 2(b) as the source of random numbers in 

SC circuits because of its benefits in terms of minimal 

hardware complexity and fast operation [9].  It is much 

easier to convert a stochastic number to binary.

  

 

Fig.1. Selection of components for stochastic computing [7] 
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Fig. 2. (a) General structure of an SNG. (b) LFSR is used as RNS [8] 

The value of the stochastic number, p, which is carried by the number of 1s in its bit-stream form, must be extracted by 

counting these ones [7]. 

3. Relevant Work 

Von Neumann and Shannon are credited with developing 

reliable computing [11] [12]. For fault tolerance, methods 

like majority voting and modular redundancy are 

frequently employed. Circuit and system design 

frequently employ probabilistic approaches. They are 

typically used to try and characterize uncertainty. For 

example, statistical timing analysis is utilized in transistor 

sizing to enhance yield as well as to achieve more 

stringent performance limits. Numerous variants of 

probabilistic design have been suggested for integrated 

circuits. As an example, in [13], a design methodology 

centered around nanotechnology using Markov random 

fields is presented. Furthermore, there has been 

encouraging progress in the design of stochastic 

processors [15]. The fundamental principles of stochastic 

computing were initially introduced by Gaines [6], who 

proposed one of the earliest stochastic computing systems 

called stochastic computational logic. This system relies 

on combinational logic operations like multiplication and 

scaled addition (or subtraction). In 2010, Qian et al. [16] 

introduced a Reconfigurable Stochastic Computing 

(ReSc) architecture that relied on combinational logic. 

The architecture utilized Bernstein basis functions to 

represent both polynomial and non-polynomial functions. 

Semiconductor systems designed for moderate power 

utilization, such as transistors with varying pinch-off 

voltage and oxide widths, require dedicated 

manufacturing method. These methods can result in larger 

integrated circuit sizes and longer processing times. 

However, they achieve reduced power usage compared to 

conventional systems [12]. We leverage stochastic 

circuits and stochastic computing applications to create 

low-power designs with a small physical footprint for the 

hardware execution of this research. This paper builds 

upon the work of Alaghi et al. [1] in real-time Image 

Processing and Li et al. [17] in Stochastic computing for 

Image Processing algorithms. The state of art technique 

paper validates their findings and derives new insights and 

extrapolations based on their results. 

This paper's primary contributions are: 

1. This research focuses on the FPGA implementation of 

traditional binary (deterministic) and stochastic 

circuits for prevalent image processing tasks, 

including Color conversion, DCT, and Quantization. 

2. Hardware resources have been compared; stochastic 

circuits are more compact and less power-hungry than 

their traditional counterparts in terms of area and 

power. 

4. Real-Time hardware Implementation 

(Zynq) 

In the process of converting raw images into a processed 

format suitable for further analysis, a systematic series of 

steps is undertaken as shown in Figure 3 [18] [19]. The 

initial step, referred to as Step 1, involves converting raw 

images stored in JPEG and BMP formats into HEX files, 

specifically using the. coe format. This HEX format 

enables the representation of image data compatible with 

subsequent processing. Converting image pixels to a. coe 

file entails encoding pixel values into hexadecimal format, 

creating a memory initialization file used in FPGA 

designs for initializing memory blocks 
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Fig. 3 Flow Depicting Real-Time Hardware Implementation 

like Block RAM (BRAM) with image data. Moving to 

Step 2, the process includes reading a coefficient file 

containing RGB pixel values. These values are significant 

as each pixel's color is delineated by a 4-bit resolution. 

This lower bit resolution balances computational 

efficiency with visual fidelity. Step 3 involves storing 

these pixel values within a block RAM, an essential 

organization and retention step for efficient subsequent 

access. Step 4 covers synchronization, where pixel values 

are read with horizontal and vertical synchronous counts 

(hsyncout and vsyncout). This synchronization ensures 

accurate pixel data extraction and processing aligned with 

image spatial orientation. Step 5 introduces image 

processing blocks including RGB-to-YCrCb conversion, 

Discrete Cosine Transform (DCT), and quantization for 

deterministic circuit. For Stochastic circuits convert the 

processed image pixels into stochastic bit-stream using a 

Stochastic Number Generator for image processing 

blocks RGB-to-YCrCb conversion, DCT, and 

quantization. Finally, Step 6 determines efficiency in 

terms of area utilization and power consumption, offering 

insights into computational efficiency and performance 

trade-offs across the entire processing pipeline. 

5. Color Conversion Rgb To Ycbcr 

The RGB image undergoes conversion into various 

formats including YCbCr, CMY, and YUV, especially 

when color information plays a pivotal role in 

applications. Notably, the human eye finds it simpler to 

perceive luminance compared to chrominance 

components. One of the prominent advantages of 

transitioning from RGB to YCbCr is the capability to 

eliminate brightness influence during image processing. 

Consequently, the conversion to YCbCr takes place in the 

context of the JPEG compression process. In the case of 

monochrome imagery, the luma channel, often denoted as 

Y (or more precisely Y' to signify gamma encoding), 

closely approximates the image's content. Meanwhile, the 

two Chroma channels, Cb and Cr, serve as channels for 

color difference [20] [21]. The RGB to YCbCr conversion 

formula given in equation 1 is a mathematical 

transformation used to convert Red, Green, and Blue color 

values of a pixel into its corresponding luminance (Y) and 

chrominance (Cb and Cr) components. Mainly for 

enabling efficient image compression and processing 

 

These equations can be directly mapped to the architecture 

shown in Figure 4 The blue boxes in Figure represent 

logic blocks, which are always implemented using 

XtremeDSP slices.

 

   (1) 
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Fig. 4. Application Schematic (Vivado Design Suite) [19] 

In this study we have implemented RGB to YCbCr 

equations on the PYNQ-Z2 board which is built around 

the Xilinx Zynq-7000 all Programmable System-On-Chip 

(SoC), which combines both an FPGA (Field-

Programmable Gate Array) and ARM Cortex-A9 

processors on a single chip. The table below shows 

utilization summary comprising of area utilization and 

power on Chip for RGB to YCbCr equation using 

Deterministic circuit. 

 

 

Fig. 5. Area Utilization and Power Analysis for Deterministic Circuit for RGB to YCbCr 

The below section shows Stochastic Computing Approach for Optimized Stochastic RGB to YCbCr hardware 

implementation as shown in Figure 6.  

 

Fig.6. Block Diagram of Stochastic approach for RGB to YCbCr Conversion 

In the optimized Stochastic RGB to YCbCr, the process 

initiates by intricately encoding RGB color values (R, G, 

B) into HEX files (. coe). These encoded colors smoothly 

transition to stochastic number generators, precision-

engineered tools that produce random bit streams serving 

as representative probabilities. The following phase sees 

generated stochastic bit streams converge upon stochastic 

multipliers (AND logic), pivotal units executing 

multiplication operations. Leveraging stochastic bit 

streams as operands introduces calculated randomness 

into core arithmetic processes. This interplay of structured 

randomness helps in reducing area and power utilization. 

Stochastic accumulators orchestrate the culmination of 

multiplications, seamlessly integrating outcomes from 

stochastic product calculations. This iterative process 

facilitates gradual unfolding of cumulative values. 

Stochastic adders (scaled 2 input MUX) are used to 

perform the necessary additions for Y, Cb, and Cr 

components. Figure 7, below shows utilization summary 

of optimized RBG to YCbCr algorithm using stochastic 

computing. 

 

 

Deterministic Circuit RGB to YCbCr 
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Fig.7. Area Utilization and Power Analysis for Stochastic Circuit RGB to YCbCr 

Although multiplication is a fundamental operation in the 

mathematical transformation from RGB to YCbCr, DSP 

blocks are not employed in the circuit's implementation 

which reduces area utilization and total power on chip. 

Can be seen evidently from above utilization report in 

Figure 7.  

6. Discrete Cosine Transform (Dct) and 

Quantization 

The DCT is a mathematical technique that transforms a 

2D array of pixel values into a frequency-domain 

representation, and quantization is the process of reducing 

the precision of these transformed coefficients to achieve 

compression. The DCT formula describes how the input 

signal is transformed into a set of DCT coefficients by 

computing the weighted sum of the input samples 

multiplied by cosine functions of different frequencies 

[20] [21]. The resulting DCT coefficients provide 

information about the frequency components present in 

the original signal, making it useful for various signal 

processing and compression applications. direct 

implementation DCT as shown in equation 2 requires 64 

multiplications and 56 additions. FPGA platform consists 

of five main elements: DSP blocks, look-up tables 

(LUTs), flip-flops, random access memory (RAM) blocks 

and routing matrix [18] [19]. After applying the DCT, the 

resulting frequency coefficients typically contain both 

high-frequency and low-frequency components. 

Quantization involves dividing these coefficients by 

certain values (quantization step sizes) and rounding them 

to a limited number of levels, thereby reducing the 

precision of the coefficients as shown in equation 3. 

DCT Formula (2D): 

X (u, v) = α(u) * α(v) * ∑ [ x(m, n) * 

cos((2m + 1)uπ / 2N) * cos((2n + 1)vπ / 2N) 

] for 0 ≤ u, v < N  

Where: X(u, v) is the DCT coefficient at frequency (u, v). 

α(u) = α(v) = 1/√2 for u = 0 or v = 0, otherwise α(u) = α(v) 

= 1. 

(m, n) are pixel coordinates within the block. N is the 

block size. 

Quantization Formula: 

Q(i, j) = round(DCT(i, j) / QF) 

Where:  Q(i, j) is the quantized DCT 

coefficient. 

DCT(i, j) is the DCT coefficient. 

QF is the quantization factor, determining the level of 

compression 

The above equations can be directly mapped onto an 

FPGA for deterministic computing. The DSP blocks, 

including pre-adders, multipliers, and accumulators, are 

mainly used for hardware implementations, which require 

a larger hardware footprint and more power. Figure 8, 

below shows utilization summary of Deterministic circuit 

for DCT and Quantization

   

 

Fig. 8 Area Utilization and Power Analysis for Deterministic DCT and Quantization Circuit 

The below section shows Stochastic Computing Approach for DCT and Quantization as shown in Figure 9.  

Stochastic Circuit RGB to YCbCr 

Deterministic Circuit DCT and Quantization 

(2) 

(3) 
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Fig. 9 Block Diagram of a Stochastic Computing Approach for DCT and Quantization 

During this approach, the Discrete Cosine Transform 

(DCT) is applied to the image data using specialized tools 

called stochastic multipliers (AND gate) and 

accumulators(MUX). These tools are influenced by 

random bit sequences from a number generator. The 

resulting DCT coefficients are then made simpler through 

a process called quantization, using more stochastic 

multiplication and accumulation. Next, for additional 

scaling and simplification, the quantized coefficients 

undergo stochastic division (XOR) and shifting. 

Ultimately, we get a set of quantized DCT coefficients. 

These coefficients are then passed to an output interface, 

which can lead to further steps like processing, storage, or 

display of the image. 

 

Fig.10. Area Utilization and Power Analysis for Stochastic DCT and Quantization Circuit 

7. Result and Discussion 

Both image processing applications involve primarily 

mathematical transformations of pixel values, and these 

equations can be directly mapped onto the FPGA 

architecture. The FPGA platform comprises five main 

elements: DSP blocks, look-up tables (LUTs), flip-flops, 

random access memory (RAM) blocks, and a routing 

matrix. DSP blocks are essential for the mathematical 

transformation of pixel values. From Figure 11 it is 

evident DSP block are used in hardware implementation 

of DCT and Quantization block of deterministic circuit. 

Color conversion block also need DSP blocks for 

mathematical transformation of formula shown in 

equation 1.

 

 

Fig. 11. Area utilization report of DCT and Quantization block. 

Stochastic Circuit DCT and Quantization 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(11s), 51–59 |  58 

DSP (Digital Signal Processing) blocks require more 

power and area due to their inherent complexity and 

specialized design. These blocks are tailored to perform 

intricate mathematical operations on digital signals, often 

involving multiplications, additions, and other 

computations. To execute these operations efficiently, 

DSP blocks consist of multiple components, such as 

multipliers and accumulators, which demand substantial 

hardware resources. Additionally, DSP blocks are 

designed to operate at high clock frequencies to handle 

real-time signal processing tasks. This increased clock 

speed, coupled with the complexity of operations, leads to 

higher power consumption. Consequently, the need for 

these specialized functionalities in DSP applications 

comes at the cost of increased power consumption and 

larger physical space on the integrated circuit.  

                          

Fig. 12 comparison of area and Power utilization 

Upon comparing the Area Utilization and Power Analysis 

of Stochastic and Deterministic circuits for both image 

processing applications given in Figure 12, it becomes 

evident that Deterministic circuits require more power and 

exhibit higher area utilization due to the utilization of DSP 

blocks. Moreover, accommodating a deterministic circuit 

in a single FPGA is also challenging task. On the other 

hand, stochastic circuits employ basic logic gates to 

perform arithmetic operations, leading to a significant 

reduction in both required power and area utilization. 

8. Conclusion 

The synthesis trials yielded compelling results, 

underscoring the advantages of stochastic 

implementation. Stochastic circuits demonstrated superior 

resource efficiency, occupying less area and consuming 

less power when compared to their deterministic 

counterparts. The proposed designs were successfully 

implemented on an FPGA (PYNQ-Z2), showcasing 

substantial reductions in power consumption of 112% and 

120%, and improvements in area utilization of 14% and 

67.67% for RGB to YCbCr and DCT-Quantization 

stochastic circuits, respectively, in contrast to 

deterministic circuits. This research not only sheds light 

on the promising potential of stochastic computing for 

efficient image processing but also substantiates its 

practical benefits through concrete implementation and 

evaluation. These findings have important implications 

for the development of energy-efficient and compact 

image processing circuits in the context of contemporary 

technological constraints. 
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