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Abstract: Due to the increasing number of data-driven innovations, privacy preservation has emerged as a paramount concern in the 

domain of data anonymity. Several techniques have been proposed to address this issue, and this paper aims to evaluate the three most 

popular ones. The study will look into clustering-based k-anonymity with KNN Cluster and K-Member with K=5 and 10. The 

importance of preserving personal information has become more apparent in the age of big data. Due to the increasing processing 

capabilities and the amount of data collected, the risk of unauthorized access and breaches has increased. This has prompted the need for 

effective data anonymization strategies. One of the most common methods of protecting personal information is by grouping similar 

people into clusters. This method ensures that each member of the group is indistinguishable from the others within the cluster. Another 

method is the KNN Cluster algorithm, which takes into account the proximity of the individuals to the feature. Finally, the K-Member 

algorithm is designed to identify the most representative of a given dataset. The paper aims to analyze and compare the three most 

popular methods for protecting personal information. We performed experiments with varying values of k, such as k=5 and k=10, to 

evaluate their privacy preservation effectiveness. The study is conducted on a scale of data utility, computational efficiency, and 

information loss. The results of the study will be analyzed and compared to provide a comprehensive understanding of the various 

limitations and strengths of each approach. This research will also help policymakers, data scientists, and data custodians make informed 

decisions when it comes to implementing anonymization strategies. The paper provides an in-depth evaluation of the clustering-based 

KNN Cluster, K-Member, and K-Anonymity techniques, focusing on their privacy effectiveness when protecting varying values of k. Its 

findings will help advance the field of privacy-enhancing mechanisms in the context of data-driven applications, and it will facilitate the 

creation of more robust and efficient methods 

Keywords: Data anonymization, Privacy preservation, Clustering-based k-Anonymity, KNN Cluster K-Member, Privacy-enhancing 

techniques. 

1. Introduction 

Privacy has become an increasing concern as the amount 

of data collected and processed in the digital age 

continues to rise. The rise of digital systems and the 

interconnectedness of various technologies have resulted 

in the accumulation of vast amounts of sensitive and 

personal information[1], [2]. This data includes medical 

records, personal information, and behavioral and 

financial details. The availability of such data can pose a 

threat to people's privacy and could allow unauthorized 

access and misuse. A crucial technique that can address 

this issue is data anonymization. This process involves 

transforming and manipulating the data in such a manner 

that it becomes incredibly hard to identify the individuals 

in the dataset. The main objective of this process is to 

strike the right balance between the utility of the data and 

the protection of individuals' privacy[3]. 

Due to the increasing number of organizations and 

individuals demanding the protection of their personal 

information, data anonymization gained popularity. 

These organizations are bound by regulations and have 

to ensure that the security of their data is maintained. 

Also, since researchers and scientists often use sensitive 

data for modeling and analysis, it is important that these 

mechanisms are properly implemented. Various data 

anonymization techniques have been developed by 

practitioners and researchers to achieve the objectives of 

preserving the privacy of individuals while maximizing 

the data's utility[4], [5]. Different algorithms and 

methods can be used to achieve data anonymization, 

which provides a unique level of protection[6]. One of 

the most widely used methods is the k-anonymity 

algorithm, which ensures that the various individuals in a 

dataset can't be distinguished by the information that has 

been released. 

The k-anonymity algorithm was first presented by 

Sweeney in 2002[7]. It is a method that involves 

grouping similar individuals in a way that makes them 

appear to be indistinguishable. This method can prevent 

the unauthorized access and use of sensitive information 

about individuals. The development of clustering-based 

methods for k-anonymity has gained widespread 
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attention. These techniques are used to identify groups of 

individuals within a dataset using a clustering algorithm. 

The method can be used for anonymization because it 

allows users to group similar people together. It is a 

flexible and scalable method that can be used for 

protecting personal information. 

Other methods that are related to clustering are also 

being proposed to enhance the anonymization process' 

effectiveness. One of these is KNN Cluster, which takes 

into account the proximity of the individuals in the 

feature space to form clusters. This method offers a 

variety of advantages, such as its ability to adapt to 

different data distributions. One of the most innovative 

approaches is the K-Member method, which takes into 

account the characteristics of the individuals in the 

dataset to select the most representative sample. This 

ensures that the released data maintains its privacy while 

also providing high utility. 

The paper aims to analyze and compare the various 

anonymization techniques, namely the K-Member, K-

Anonymity, and K-Cluster. It will also compare these 

techniques' performance in terms of preserving privacy 

and utility in diverse scenarios. The paper will look into 

the various aspects of anonymization techniques and 

their limitations, strengths, and trade-offs. We will 

evaluate their performance through various factors, such 

as computational efficiency, utility, and loss of 

information. Experiments will also be conducted on 

different datasets to evaluate the outputs of the different 

methods. 

The findings of this study will contribute to the growing 

body of knowledge regarding the privacy preservation 

and anonymization of information. The results will act as 

a guide for policymakers, data custodians, and 

researchers in picking suitable methods based on their 

specific needs. In the future, this research will help 

develop efficient and effective methods for protecting 

privacy in big data. The study provides an extensive 

analysis of the clustering-based anonymization 

techniques known as K-Member, k-Anonymity, and K-

NN Cluster. It will examine their respective performance 

in the context of anonymization. Doing so will help 

advance the field of privacy preservation and enable 

informed decision-making in choosing suitable methods. 

2. Literature Review 

Data anonymization is a critical technique used to protect 

privacy and mitigate the risks associated with the 

collection and analysis of personal and sensitive 

information. Numerous studies have been conducted to 

explore and evaluate different approaches and algorithms 

for achieving effective data anonymization. This 

literature review aims to provide a comprehensive 

analysis of the existing research in the field, focusing on 

the comparison and evaluation of anonymization 

techniques such as Clustering-based k-Anonymity, KNN 

Cluster, and K-Member. 

One of the earliest works in the field of systematic 

clustering for k-anonymization was conducted by Kabir 

et al.[8]. They proposed an efficient systematic 

clustering method for achieving k-anonymity. The study 

highlighted the importance of preserving data utility 

while protecting privacy and demonstrated the 

effectiveness of their proposed approach through 

experiments on various datasets. 

In a similar vein Sun et al.[9] introduced extended k-

anonymity models to address the issue of sensitive 

attribute disclosure. Their work focused on enhancing 

the privacy preservation capabilities of k-anonymity by 

considering additional attributes and constraints. The 

study provided insights into the limitations of traditional 

k-anonymity and proposed extensions to improve 

privacy protection. 

Loukides et al.[10] explored efficient and flexible 

anonymization techniques for transaction data. Their 

study aimed to achieve high levels of privacy while 

maintaining the usability and value of transaction data 

for analysis purposes. The research presented a 

framework for anonymization and emphasized the need 

for balancing privacy and data utility. 

In the context of selecting suitable anonymization 

algorithms, Ben Fredj et al.[11] highlighted the 

importance of abstracting anonymization techniques. 

They argued that understanding the fundamental 

principles and characteristics of anonymization 

algorithms is essential for selecting appropriate 

generalization techniques. The study provided a 

comprehensive comparison of different anonymization 

techniques, enabling researchers and practitioners to 

make informed decisions. 

Chen et al.[12] proposed a novel clustering-based 

anonymization technique for privacy protection in 

mobility social network services. Their research focused 

on improving privacy preservation while maintaining the 

quality of service in location-based social networks. The 

study demonstrated the effectiveness of the proposed 

method through extensive experiments and comparisons 

with existing techniques. 

Privacy preservation in the healthcare domain is of 

utmost importance due to the sensitive nature of medical 

data. Lee et al.[13] presented a utility-preserving 

anonymization approach for health data publishing. 

Their work aimed to balance privacy preservation and 

data utility in healthcare datasets, enabling secure 
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sharing and analysis of medical information while 

protecting patient privacy. 

Geographic partitioning for data anonymization was 

explored by Croft et al.[14]. They compared different 

approaches of geographic partitioning and evaluated 

their effectiveness in achieving privacy protection. The 

study focused on anonymization techniques applicable to 

geographic datasets, highlighting the challenges and 

trade-offs involved in preserving privacy. 

Salas et al.[15] provided an overview of privacy 

techniques, anonymization methods, and their challenges 

in the era of big data. The research emphasized the need 

for effective privacy protection in the face of growing 

data volumes and advanced analytics techniques. The 

study discussed the strengths and weaknesses of existing 

privacy-preserving solutions, laying the foundation for 

further advancements. 

Improving privacy preservation in collaborative filtering 

systems was addressed by Wei et al.[16]. Their research 

proposed enhancements to k-anonymity-based privacy 

preservation techniques in collaborative filtering, aiming 

to protect users' preferences while maintaining 

recommendation accuracy. The study provided insights 

into the challenges of privacy preservation in 

collaborative filtering and proposed solutions to enhance 

user privacy. 

El Ouazzani et al.[17] introduced a new technique for 

privacy protection in big data, focusing on k-anonymity 

without a predefined threshold value of k. Their work 

aimed to address the challenge of determining an 

appropriate value of k for different datasets. The study 

provided a flexible and adaptive approach to achieving 

k-anonymity, allowing privacy preservation in diverse 

scenarios. 

A comprehensive analysis of privacy-preserving 

solutions developed for online social networks was 

conducted by Majeed et al.[18]. The study reviewed 

various privacy techniques, such as k-anonymity and 

differential privacy, and evaluated their effectiveness in 

preserving privacy in the context of online social 

networks. The research highlighted the importance of 

privacy protection in the era of social media and 

identified key challenges and potential solutions. 

Takaki et al.[19] focused on reasonable setting values for 

anonymization algorithms in the context of online 

educational data analysis support systems. Their research 

aimed to determine suitable parameter values for 

anonymization techniques to achieve an appropriate 

balance between privacy preservation and data utility. 

The study provided insights into the selection of 

parameters for effective privacy protection in educational 

data analysis. 

Kiran et al.[20] proposed a k-anonymization approach 

for privacy preservation using data perturbation 

techniques in data mining. Their study focused on 

achieving privacy protection while maintaining data 

utility in the context of data mining applications. The 

research presented a novel technique for data 

perturbation, ensuring privacy preservation without 

significantly compromising data quality. 

Caruccio et al.[21] developed a decision-support 

framework for data anonymization with applications to 

machine learning processes. Their work aimed to assist 

data custodians in selecting appropriate anonymization 

techniques based on the specific requirements of 

machine learning tasks. The research provided insights 

into the impact of anonymization on machine learning 

performance and introduced a framework for informed 

decision-making. 

Neto et al.[22] focused on privacy preservation in multi-

domain Internet of Things (IoT) environments. Their 

research explored anonymization techniques to enable 

privacy by anonymization in the collection of similar 

data from different IoT domains. The study emphasized 

the importance of privacy protection in IoT applications 

and introduced techniques to achieve anonymization in 

multi-domain scenarios. 

In conclusion, the literature review demonstrates the 

extensive research conducted on data anonymization 

techniques such as Clustering-based k-Anonymity, KNN 

Cluster, and K-Member. The studies highlighted the 

challenges and trade-offs involved in achieving privacy 

preservation while maintaining data utility. They 

proposed innovative approaches, evaluated their 

effectiveness through experiments and comparisons, and 

addressed domain-specific requirements, such as 

healthcare data, social networks, educational data, and 

IoT environments. The findings and insights from these 

studies contribute to the advancement of privacy-

preserving techniques and provide guidance for selecting 

suitable anonymization methods in various application 

domains. 

 

3. Algorithms used for comparison 

The k-anonymity method is a privacy-preserving 

algorithm that clusters individuals into a cluster to ensure 

that each member is indistinguishable from the others. 

This method combines the advantages of k-anonymity 

and clustering algorithms to maintain data utility while 

protecting the privacy of sensitive information[23], [24]. 

The initial steps in the clustering-based method of k-

anonymity are shown below. 
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• Cluster Formation: The initial step in the clustering 

process is to divide the data into clusters using 

similarity measures. There are various types of 

clustering algorithms that can be used for this 

process, such as the k-means, hierarchical, and 

density-based. The choice of the algorithm depends 

on the type of data and its desired clustering quality. 

• Cluster Generalization:  Once a cluster has been 

formed, certain attributes of the group are generalized 

to ensure that no one within the cluster can be 

uniquely identified. Doing so involves replacing 

values of categories and ranges. 

• Anonymity Verification: After the generalization 

process, the next step is to verify the k-anonymity 

achievement. This involves checking if the cluster's 

members share the same attributes. If not, then 

further clustering or generalization procedures are 

necessary. 

• Privacy and Utility Trade-off: The tradeoff between 

protecting the privacy of a cluster and maintaining 

the data utility of a cluster is known as the utility 

trade-off. For instance, if a high level of 

generalization is implemented to achieve k-

anonymization, it can increase the protection of the 

privacy but decrease the data utility. On the other 

hand, a low level of generalization is implemented to 

maintain the data utility. 

 

3.1. KNN Cluster:  

The KNN cluster is a variant of the k-Anonymity method 

that uses the K-nearest neighbor algorithm for 

establishing clusters. This is a widely used machine 

learning algorithm for performing regression and 

classification tasks. In the KNN Cluster framework, the 

algorithm determines the cluster's members based on 

their attributes. Follow the steps in the KNN cluster's 

algorithm to establish a cluster. It performs various tasks 

such as classification and regression[25], [26]. 

• Calculate Similarity: The first step in determining 

the similarity of a pair of individuals is to analyze the 

distance between them. This can be done by using a 

distance metric, such as the Manhattan distance or 

Euclidean distance. The value of the distance 

determines the dissimilarity between the two 

attributes. 

• Determine K: The KNN cluster's next step is to 

identify the number of nearby neighbors. This can be 

done by calculating the value of K. The choice of the 

K value is dependent on the clustering quality and the 

dataset's characteristics. For instance, a larger K 

value can result in more clusters, while a lower one 

can result in smaller ones. 

• Find K Nearest Neighbors: The KNN cluster 

algorithm finds the closest neighbors of each 

individual in the given set of data. It takes into 

account the individuals' attributes and distances. 

• Cluster Assignment: When the cluster's K nearest 

neighbors have been identified, the group's members 

are randomly chosen based on their attributes. In the 

case of a tie, the group's members can be randomly 

assigned. 

KNN Cluster iterates through the collected data 

continuously until all of its members are assigned to the 

cluster. Its objective is to create clusters composed of 

individuals with similar attributes in order to provide 

privacy protection. Eq.1 depict the KNN cluster 

𝑑(𝑥, 𝑦) =  √∑ (𝑥𝑖 −  𝑦𝑖)2𝑛
𝑖=1 …. 1 

where,  x and y= “attribute value of two individuals”, 

𝑥𝑖  𝑎𝑛𝑑 𝑦𝑖  = “attribute values of the ith attribute” and n = 

“total no. of attributes”. 

3.2. K-Member: 

Another variation of the clustering method known as k-

Member is focused on the members of clusters. This 

method assigns each individual to a group based on its 

similarities to the members of the cluster. Doing so 

ensures that the k-anonymities of the clusters are 

maintained. Follow the steps in the K-Member 

algorithm. It assigns each member of a cluster a group 

based on their similarity to the others in the cluster[27], 

[28]. 

• Calculate Similarity: The first step in implementing 

this method is to determine the similarity between the 

individuals in the cluster. This can be done by using 

various metrics such as the cosine, Jaccard, and 

Euclidean distance. The choice of the similarity 

metric should also be based on the dataset's 

characteristics and attributes. 

• Determine K: The value of K, which is similar to that 

of KNN Cluster, needs to be determined to determine 

the similarity of a new member to the cluster's 

existing members. 

• Find K Similar Members: The first set of similar 

members in the dataset is identified by the similarity 

metric that's chosen. These members act as a 

reference for the cluster assignment of new 

individuals. 

• Cluster Assignment: Once the most similar members 

of a cluster have been identified, the new member is 

assigned to the group with the highest similarity. 

Doing so ensures that the new member will have a 

high level of similarity with its existing clustermates. 

The K-member algorithm will repeat the steps until all 

clusters have been assigned. It aims to form clusters 
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where the members are similar to one another, which 

would result in k-anonymization.  

Individuals are assigned clusters through the K-Member 

algorithm, which considers their similarity to the 

members of the group. Similarity can be measured by 

using various metrics, like the Jaccard coefficient.  

The Jaccard similarity between x and y, calculates  as in 

Eq.2  

𝐽(𝑥, 𝑦) =  
|𝑥∩𝑦|

|𝑥∪𝑦|
 … 2 

where, 𝑥 ∩ 𝑦 = “intersection of attribute values between 

individuals x and y”, 𝑥 ∪ 𝑦 = “union of attribute values” 

The formula divides the intersection of an attribute's 

value into its constituent elements and divides the 

resulting union between two people. This ratio specifies 

the degree of similarity between the two individuals, 

with values varying from zero to one being completely 

similar. The K-Member algorithm takes into account the 

similarity measure to determine the cluster's assignment 

of a new member. The algorithm assigns the new 

individual to the cluster with the highest similarity with 

its members. 

4. Methodology 

4.1. Load Dataset: 

To begin the data anonymization process, the first step is 

to load the dataset. In this case, we will use the “Adult” 

dataset[29]. The Adult dataset contains information 

about individuals, including demographic attributes, 

employment details, and income levels. 

After accessing the dataset, we can proceed to the next 

step. 

4.2. Preprocessing: 

In this step, we perform preprocessing tasks to ensure the 

data is in a suitable format for attribute selection and 

anonymization. Two effective methods for dataset 

cleaning are: 

a. Missing Data Handling: 

• One common issue in real-world datasets is the 

presence of missing values. Missing data can 

negatively impact the quality of the anonymization 

process. Two effective methods for handling missing 

data are: 

• Removal of Instances: If the number of instances 

with missing values is relatively small compared to 

the overall dataset, removing those instances can be a 

reasonable approach. 

• Imputation: Another method is to fill in the missing 

values with appropriate replacements, such as the 

mean, median, or mode of the attribute. Imputation 

helps retain more data for the anonymization process. 

 

b. Outlier Detection and Treatment: 

Outliers are data points that deviate significantly from 

the majority of the dataset. These data points can skew 

the anonymization process and affect the overall data 

quality. Outlier detection methods, such as the z-score or 

interquartile range (IQR), can be applied to identify and 

handle outliers. 

4.3. Attribute Selection: 

In the attribute selection phase, we identify and select the 

quasi-identifiers (QI) and categorical attributes from the 

dataset. Quasi-identifiers are attributes that can 

potentially lead to re-identification of individuals when 

combined with external knowledge. Examples of QI 

attributes in the Adult dataset may include age, 

education, occupation, and marital status. 

Categorical attributes are variables that take on a limited 

number of distinct values. These attributes need special 

consideration during the anonymization process. By 

selecting the appropriate QI and categorical attributes, 

we can ensure that the anonymization techniques are 

applied to the relevant parts of the dataset. 

Tree Generation: 

Once the QI and categorical attributes are selected, a tree 

structure is generated based on the selected attributes. 

The tree structure helps in partitioning the dataset into 

clusters and identifying similar individuals within each 

cluster. Various algorithms, such as k-anonymity or l-

diversity, can be applied on these clusters to achieve the 

desired level of privacy and data utility. 

The tree generation process involves constructing a 

decision tree or a hierarchical clustering tree based on 

the selected attributes. The tree is built by recursively 

splitting the dataset into smaller subsets based on 

attribute values. This process helps identify groups of 

individuals who share similar attribute values within 

each branch or cluster of the tree. 

The generated tree structure serves as a foundation for 

applying clustering-based anonymization techniques, 

such as K-Member or KNN Cluster, which can further 

enhance the privacy protection of the dataset. The data 

anonymization process begins with loading the dataset, 

followed by preprocessing steps to handle missing data 

and outliers. Attribute selection involves identifying the 

quasi-identifiers and categorical attributes. Finally, a tree 

structure is generated based on the selected attributes, 

forming the basis for applying clustering-based 

anonymization techniques. 

 

5. Evaluation parameters 

In the context of data anonymization, performance 

comparison plays a crucial role in evaluating the 

effectiveness and efficiency of different anonymization 

techniques. Here are some aspects of performance 

comparison that can be explored: 

• NCP Graph Comparison: 

NCP (Normalized Certainty Penalty) is a metric used to 

measure the level of information loss in anonymized 

data. It quantifies the degree to which the anonymized 
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data deviates from the original dataset. A comparison of 

NCP graphs allows for assessing the information loss 

incurred by different anonymization techniques. The 

graph can plot NCP values on the y-axis against the level 

of anonymity or generalization on the x-axis, showcasing 

how different techniques perform in terms of preserving 

data utility. 

• NCP Graph with Different Dataset Sizes: 

Another important aspect of performance comparison is 

evaluating the scalability of anonymization techniques 

with varying dataset sizes. By generating NCP graphs for 

different dataset sizes, it becomes possible to analyze the 

performance of different techniques in handling large 

datasets. This can provide insights into the scalability 

and efficiency of the techniques, allowing users to 

determine their suitability for different data volumes. 

• Time Comparison Graph: 

Time efficiency is a crucial factor in selecting an 

appropriate anonymization technique. A time 

comparison graph can display the execution time or 

processing time of different techniques on the y-axis 

against various parameters, such as the size of the dataset 

or the level of anonymity on the x-axis. This graph helps 

in identifying techniques that offer faster processing 

times, aiding in the selection of efficient anonymization 

methods for specific use cases. 

• Memory Utilization Graph: 

Memory utilization is another critical aspect to consider 

when comparing anonymization techniques. The graph 

can illustrate the memory consumption of different 

techniques against parameters such as dataset size or 

level of anonymity. By comparing memory utilization, 

organizations can make informed decisions about the 

scalability and resource requirements of different 

techniques, especially when dealing with large datasets. 

These performance comparison graphs provide visual 

representations of the effectiveness, efficiency, 

scalability, and resource requirements of different 

anonymization techniques. They aid in selecting the most 

suitable technique based on the specific requirements, 

such as the desired level of anonymity, dataset size, 

processing time, and memory constraints. However, it is 

important to note that the actual results may vary 

depending on the specific implementation, hardware 

resources, and dataset characteristics. 

 

6. Results and output 

 

Fig 1 NCP comparison wrt to data size for (K = 5,10)) 
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Fig 2 RAM utilization comparison 

 

Fig 3 Time comparison graph 

 

Fig 4 NCP comparison of KNN and K-member 

The NCP graph compares the anonymization 

performance of different methods with different data 

sizes where k=5 and k=10. This study discusses the 

results as in figure-1,2,3,4. 

• NCP% Decreases with Increasing Data Size: The 

graph shows how the NCP% decreases as the data 

grows. This indicates that, as organizations store 

more information, the level of loss in their 

anonymized records also decreases. This suggests 

that having larger datasets can result in better data 

utility and enable the grouping and generalization of 

similar records. 

• Prominent Output of K-Member with k=5:The graph 

compares the performance of various methods with 

different data sizes. One of the most common 

techniques used is K-Member with a k=5. This 

indicates that it achieves a lower level of loss and 

provides better data utility than other methods. It 

suggests that having a small k value allows for 

effective anonymization while still maintaining 

privacy. 
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• RAM Utilization: The K-Member's efficiency when 

it comes to memory utilization is shown by 

comparing its performance with that of other 

methods. This means that it requires less resources 

when it comes to anonymization, which can be 

beneficial for large datasets. 

• Time Comparison: The results of the time 

comparison reveal that KNN performs well when it 

comes to processing time. Compared to other 

methods, it has demonstrated faster execution, which 

indicates that it is suitable for applications that 

prioritize time efficiency. 

• NCP% Comparison: The K-Member algorithm 

performs well in the NCP% comparison, indicating 

that it minimizes the amount of information loss 

while maintaining the privacy of the data. This 

suggests that it has a better balance between utility 

and privacy preservation. 

The NCP comparison graph provides useful information 

on the anonymization performance of different methods 

with varying data sizes. Among the prominent 

techniques that stand out is K-Member with k=5, which 

balances the privacy and utility of the data. In addition, 

K-Member achieves an impressive time efficiency rate. 

These results can help the user choose the appropriate 

algorithm for their needs. 

7. Conclusion and future scope 

The discussions and comparisons that were conducted in 

the previous sections revealed various aspects of data 

anonymity. The evaluation metrics used, such as RAM 

utilization, time comparison, and NCP%, allowed us to 

gain a deeper understanding of the performance of 

different methods. The results indicated that the K-

Member cluster with k=5 performed well in terms of 

data utility and privacy. It also exhibited efficient 

processing time and was suitable for time-sensitive 

applications. In addition, it was able to use efficient 

RAM utilization. In the future, data anonymization 

research will focus on developing new methods that can 

improve the efficiency of the process while preserving 

the privacy of individuals. Some of these include the 

development of advanced measures for protecting l-

diversity, differential privacy, and t-closeness. Through 

in-depth evaluations and comparisons of different 

domains and datasets, we will be able to gain a deeper 

understanding of the limitations and effectiveness of 

these techniques. Integrating machine learning methods 

with data anonymization enables more efficient 

modeling and analysis processes. This discipline is 

focused on developing frameworks and algorithms that 

leverage the privacy-preserving capabilities of such data. 

Future research directions in the field of data anonymity 

will allow it to advance and provide enhanced privacy 

protection while facilitating secure data exchange and 

analysis in diverse domains. This will benefit both 

parties as it enables privacy-conscious decision-making 

and ensures the integrity of sensitive information. 
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