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Abstract: In fact, knowing the weather information in a region is necessary for the planning, investment projects economic growth. 

However, not always regional meteorological observation stations, while nearby there are monitoring stations set. The problem posed by 

data measurement results of air monitoring stations located in neighborhoods that can be interpolated the results at the point of need to 

know. The problem of prediction parameters based on the results of further tests at the neighboring point is nonlinear interpolation problem, 

the results measured in the number of monitoring stations as input variables. Mathematical calculations provided for data processing field 

a lot of different interpolation algorithms [1, 2]. The learn to effectively apply these algorithms is also an important step in the process of 

data processing [3, 4]. Developing information technology for speeding up the adoption of more sophisticated algorithms, stronger to 

calculate, analyze and process data accurately [3]. Following the study forecasts the weather parameter interpolation method [5, 6], This 

paper proposes to use an artificial neural network SVM (Support Vector Machine) in model interpolation to predict the maximum and 

minimum temperature of the day on the measurement results of the monitoring stations nearby. The input data is the maximum value and 

minimum temperatures of the neighboring observation stations. The quality of the proposed solution is tested on real 2191 days data (from 

01/01/2017 to 31/12/2022) in Hai Duong, Thai Binh, Bac Ninh and Quang Ninh province, Viet Nam. 
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1. Introduction 

Air temperature forecast is one of the main contents of the 

weather forecast, it has important implications for 

agriculture, industry and services,... to prevent and mitigate 

natural disasters, set design production plans, potential 

mining climate. The weather forecast data of the 

meteorological station or the central region has been 

compiled from the results of measurements of 

meteorological stations in the locality. Currently, due to the 

economic development - society in different areas, 

especially areas with high urbanization speed up the 

measurement result of a number of monitoring stations in 

the affected areas. In fact, in order to overcome this 

phenomenon may have to invest in building new monitoring 

stations in other locations are not affected by external 

factors or calibration specifications of monitoring stations 

Alternatively, you can use interpolation methods of 

measuring results of monitoring stations nearby. Some 

traditional interpolation methods include Thiessen 

polygons, inverse distance interpolation, Kriging, splines, 

regression models and artificial neural network. According 

Journel and Huijbregts (1978) Kriging method [7] and 

Hornik et al., (1987) method of neural networks [8] is 

popular. However, Guhathakurta (2006) and Karmakar et al. 

(2008) have discovered that neural network method is rated 

better than other statistical methods [9]. There have been 

many neural network models used for parameters 

interpolation in weather problems. Rigol et al. (2001) 

describe the spatial interpolation of minimum air 

temperature daily using a neural network feed-forward 

back-propagation [10]. Simple network configuration was 

trained to predict the minimum temperature is used as input: 

(1) the date and topographical variations; (2) the 

temperature observed at a number of nearby places; (3) 

days, the terrain and variable ambient temperature 

observations. The article proposed application solutions 

artificial neural network (SVM - Support Vector Machine) 

modeling interpolation parameters based weather 

measurement results at the monitoring stations nearby. 

Following the model proposed using artificial neural 

network to interpolate weather parameters [11-17]. 

2. Applications Model of Svm Networks for 

Interpolations Parameters Weather 

2.1. Structure artificial neural network model SVM 

Given a set of data including training samples  which are 

input vectors (D dimensions) and the class code of each 

input vectors. We need to find a hyperplane y b=  +w x  to 

classify the data set into two classes, with w is normal vector 

of hyperplane, used to adjust the direction of the hyperplane, 

value b is used to move the hyperplane parallel to itself.  

We can use many hyperplanes to separate the data sets (Fig. 

1) and there have been various algorithms to solve the 

problem, like Perceptron of Rosenblatt Algorithm [18], 

Linear Discriminant Algorithm of Fisher [19]. In SVM, 
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however, optimal hyperplane is considered the hyperplane 

with the distance total to the nearest vectors of the two 

classes to be maximized. Besides, to guarantee a high 

generalibility, a slack variable is introduced to loose 

theconditions of class classification. The problem is led to 

solve the constrain  optimization see equation (1). 

 

Fig. 1. The example two hyperplanes separating the two 

layers 
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with, C > 0 is the regularization parameter, 
i  is slack 

variable. The problem (2) can be solved by SMO, where the 

method leads to solve the problem of Quadratic 

Programming: 
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When achieving the αi values from (3), we obtain the 

optimization w and b of hyperplane. The determined 

function of the subclasses has the form: 

( )*( ) sgn ( ) ( )
i i i j

f x y x x b=    +  (4) 

Supposing ( , ) ( ) ( )
i j i j

K x x x x=   are the kernel 

function of the input space. The scalar product in the 

specializing space is equivalent to the kernel function 

( , )
i j

K x x  in the input space. Hence, instead of calculating 

directly the scalar product values, we indirectly perform via 

( , )
i j

K x x  for the next calculations. 

2.2. Applications SVM networks modeling interpolation  

The study model is constituted by Matlab®2010b, with 

SVM using the package LSSVMlabv1.8_R2009b_R2011a 

and designed accordingly the following steps: preparation 

data, constrituing forecast networks, choosing of methods 

and training the network, evaluate the dependability. 

2.2.1. Preparing data 

Ministry data for the study were obtained from the 

meteorological observation data from surface 

meteorological stations Hydrology River Delta region 

provided, which are: 

- The monitoring parameters: Temperature maximum ( )maxT

, temperature minimum ( )minT , 

- Monitoring duration: From 01/01/2017 to 31/12/2022, 

- Monitoring regions: 4 provinces (Hai Duong, Thai Binh, 

Bac Ninh, Quang Ninh) in Viet Nam.  

2.2.2. Constituing forecast networks 

Assume that we need some parameters forecasting weather 

in Hai Duong (areas without monitoring stations), in fact to 

the construction forecast weather parameters we set the 

temperature measuring device, the humidity in a certain 

period of time from 6 months to 01 years of data will be used 

as the training data model (70% of the data) and used to test 

the model (30% of the data). 

- Input data sets: Using data sets of 3 monitoring stations 

nearby Hai Duong province (Thai Binh, Bac Ninh, Quang 

Ninh); 

- Output data sets: Use of monitoring data in Hai Duong 

province; 

- Evaluating the dependability: 

Mean Absolute Error:
1

MAE y d
N

= −   

Mean Relative Error: 
1

100%
y d

MRE
N d

−
=    

Maximum Absolute Error:  maxMaxAE y d= −  

2.2.3. Model interpolation model used artificial neural 

network 

 

Fig. 2. The model interpolation using artificial neural 

network 

In the experimental model the author used data dated 2191 

and split into 02 sets of data: 1) The training set (70% of the 

data, the data corresponding date in 1481); 2) Set test (30% 

of data and 710 days of data respectively). Using the data 
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observed in Hai Duong province to do the test model. Input 

data: 

( 2191) ( 2191) ( 2191)

( 2190) ( 2190) ( 2190)

( 2)( 2) ( 2)

( 1) ( 1) ( 1)
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Output data: 
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3. Results and Discussion 

To evaluate the quality basis of the interpolation model, the 

article authors use polynomial interpolation, interpolation 

and interpolation arithmetic mean neurone network. 

3.1. Polynomial interpolation 

Assume the temperature in Hai Duong province and the 

temperature of the provinces of Thai Binh, Quang Ninh, Bac 

Ninh has ties to the equation (3). 

T a T b T c T
HaiDuong ThaiBinh BacNinh QuangNinh

  +  + 

  

 

Fig. 3. Results of estimating the value Tmax, Tmin using 

polynomial interpolation methods 

With data set for the maximum and minimum temperature, 

using the functions available in Matlab®R2010b us 

determine the coefficients a, b, c in the quations 7 

corresponding Tmax and Tmin: 
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The quality evaluation interpolated using polynomial 

interpolation methods as Table 1. Using the polynomial 

interpolation method, the error for the testing process 

reached 1,81% when estimating Tmax and 1,78% when 

estimating Tmin. 

Table 1. Results of errors when using polynomial 

interpolation method to estimate 
maxT , 

minT  

Temperature MAE MRE (%) MaxAE 

Tmax 0,39 1,81 2,15 

Tmin 0,38 1,78 3,43 

 

3.2. Interpolation method using average: 

Temperatures in Hai Duong province with the average 

temperature of the neighbor provinces as the equation (10). 

3

T T T
ThaiBinh BacNinh QuangNinh

T
HaiDuong

+ +
=  (10) 

The quality evaluation interpolated using interpolation 

middle average methods as Table 2. With the interpolation 

method, the average error for the testing process is about 

more than 2,2% for Tmax and Tmin. 

 

Fig. 4. Results estimate Tmax, Tmin interpolation method 

average 

Table 2. Table Results of errors using the interpolation 

middle average method to estimate Tmax
, Tmin  

Temperature MAE MRE (%) MaxAE 

Tmax 0,49 2,26 2,33 

Tmin 0,47 2,18 3,80 

3.3. Interpolations using artificial neural networks 

With the data set proposed in section 2.2.1. The author uses 

MLP, MLR, Elman and SVM neural networks to interpolate 

the predicted values.  
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Table 3. Results of errors using artifical neural network 

model interpolation maximum temperature 

Neural 

network

s 

Error learning Tmax Error testing Tmax 

MA

E 
MRE(%) 

MaxA

E 

MA

E 

MRE(

%) 

MaxA

E 

MLP 0,58 2,77 0,58 0,53 2,42 0,53 

MRL 0,36 1,72 10,01 0,39 1,79 2,15 

Elman 0,57 2,75 0,57 0,53 2,41 0,53 

SVM 0,36 1,73 9,95 0,39 1,79 2,1 

Table 4.  

Table 5. Results of errors using artifical neural network 

model interpolation minimum temperature 

Neural 

networks 

Error learning Tmin Error testing Tmin 

MAE MRE(%) MaxAE MAE MRE(%) MaxAE 

MLP 0,52 2,58 0,52 0,54 2,48 0,54 

MRL 0,35 1,75 9,14 0,38 1,78 3,43 

Elman 0,54 2,66 0,54 0,54 2,48 0,54 

SVM 0,34 1,69 9,10 0,38 1,74 3,44 

Experimental whith interpolation models artificial neural 

networks different, such as MLP network, MLR, Elman and 

SVM; Results of the evaluation of the quality indicators as 

table 3 and table 4. Predicted results as table 3, table 4. See 

Table 3 and Table 4, model SVM networks for best results. 

Test error of SVM neural networks about 1,8%. 

 

Fig. 5. Results of interpolation to estimate Tmax whith 

set of data and testing data 

 

Fig. 6. Results of interpolation to estimate Tmin whith 

set of data and testing data 

Figures 5 and 6 are the results of the learning and testing 

process using the SVM neural network for interpolation to 

estimate the Tmax and Tmin values. Through the responses, 

the estimated value is always close to the actual 

measurement results at the monitoring stations, which 

shows that the proposed solution achieves good results. 

4. Conclusions 

The SVM neural network was used to determine the 

dependence funtions between temperatures of three 

monitoring stations (Thai Binh, Bac Ninh and Quang Ninh) 

and the measured temperature in Hai Duong with absolute 

average results are under 2,0% and without placing 

monitoring stations. 

The application of neural solution is a proper research 

allows us to use the new technology, giving accurate results. 
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