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Abstract: This paper presents a hybrid method that combines generalized discriminant analysis and machine learning technique for 

identifying well test model. The proposed method consists of three stages: (1) nonlinear combination of features spaces to maximize the 

separability among the class models through generalized discriminant analysis. (2) Construction a set of classifier and classify the new 

data points by a plurality vote of their prediction. This method is described in detail to ensure successful replication of results. The 

required training and test dataset were generated by using analytical solution models. In our case, there were used 600 samples: 70% for 

training, 15% for validation, and 15% for testing. We notice that the generalized discriminant analysis is an effective strategy in reducing 

the number of input features, simplifying the network structure, and lowering the training time of the ANN. The results obtained show 

that the proposed model provides better performance when predicting new data with a coefficient of correlation approximately equal to 

99%. 
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1. Introduction 

Well-test transient analysis is considered one of the most 

effective reservoir management tool to estimate the 

reservoir properties such as initial pressure, well 

permeability, skin effect…etc. by analyzing pressure 

transient data vs. time data from a producing or shut-in 

well. These data allow our engineers to plan the optimal 

exploitation of the reservoir. Finding the proper well-test 

interpretation model is the most required task to get a 

successful interpretation analysis even though we have a 

good quality of measurement. There are many available 

techniques to select the best reservoir model. The pressure 

derivative type curve is one of these important techniques 

[1], which can be used to identify all flow regimes present 

in pressure transient data. Selecting the appropriate 

reservoir model from the pressure derivative type curve is 

a hard step where different models may apparently satisfy 

the available information about the reservoir. On other 

hand, artificial neural networks have found many 

applications in the petroleum industry because of his 

ability to learn complex nonlinear relationships and many 

research works have been done in identifying the reservoir 

model since the work done by Lee and Al-Kaabi in 1988 

[2,3]. They have attempted to improve the efficiency of the 

classifier by changing classification algorithms (Neural 

networks, Fuzzy Logic, self-organizing… etc.), training 

data, and the number of models considered in the classifier 

[4-6]. Despite considerable time and effort have been 

devoted to establish a procedure for automatic 

classification, these procedures have always difficulties to 

select the list of appropriate models [7, 8]. The focus of 

this paper is to develop a new classification model for 

identifying the well-test interpretation based on neural 

networks[9-11] and generalized discriminant analysis[12] 

to  increase  the  modeling  accuracy  and  compare  the  

results  with  the  basic  methods. To achieve our goal, we 

conducted this study by distinguishing the followings 

steps: 

• Reducing the dimensionality while maximizing the 

separability among the class models through 

generalized discriminant analysis. 

• Generating ten automatic reservoir models through 

artificial neural networks. Models are trained on 

different subsets of the pre-processed training data by 

resampling methods. 

• The final output prediction is the one that receive more 

than half of the votes.  

The developed model is trained on a set of 600 data points 

generated using analytical solution models: 300 for 

training, 100 for cross-validation, and 200 for testing. 

This paper is organized as follow: section II introduces 

artificial neural network and generalized discriminant 

analysis. Section III provides the methodology of proposed 

model and the discussion of the results. Finally, the paper 

is concluding in section IV. 
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2. Theory Background 

2.1. Artificial neural network 

The term neural network derives its origin from the human 

brain or the human nervous system, which consists of a 

massively large parallel interconnection of a large number 

of neurons. The idea behind neuron networks is that we 

have nodes that have some connection between them. We 

trigger a node with some input and that node, in turn, 

triggers the nodes it is connected to. Each node is given 

what is called a transfer function to judge inputs. The most 

commonly used structure is formed in three layers, called 

the input layer, hidden layer, and output layer. The input 

layer is responsible for receiving information (data) and 

each value from the input layer is sent to all of the hidden 

nodes, the values entering a hidden node are multiplied by 

weights and then summed. This produces a single value 

that is passed through a nonlinear function called sigmoid. 

Each value in the hidden layer is duplicated and applied to 

the next layer then the output layer combines and modifies 

the data to produce values of this network. This can be 

expressed as follows: 
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Where  

• 
jky are j th neuron outputs from k th layer a

jkb is the 

bias weight for neuron j in layer k  

• 
ijkw  are the connection weight 

• kf are the transfer function 

 Given a set of training examples of the form ),( mx  

where Xx represent model signature (pressure 

derivative). A classifier is considered a mathematical 

function that maps input data to a category class. We 

denote the probability of signal whose target is i th class 

that classified as j th class with symbol 
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Where 

• 
*

im is the label of i th output class 

• jm is the label of j th target class 

• 
i

jS are the number of samples whose target are the 

i th class that were classified as j  

N the number of class 

An optimal scenario is the statement when 

0)/( * =ji mmp in case ji    and  

1)/( * =ji mmp  in case ji =   

In other words, this value represents the classification 

accuracy of the classifier network to class the signal from 

the i ith class model into the j th class model. 

2.2. Generalized discriminant analysis 

GDA, also known as kernel fisher discriminant analysis, is 

a nonlinear combination of features spaces that maximizes 

the separability among two or more classes.  

Let  )()2()1( ,...,, mxxxX =  be the dataset given d -

dimensional vectors. Each data point belongs to one 

c model classes cXXX ,...,, 21 .
 If we map our dataset 

into high dimension space via some function , it is easy 

to find a hyper-plane w  that can separate different class. 

In this new features space F , the hyper-plane w  is created 

according to two criteria (considered simultaneously): 

• maximize The generalization of the between-class 

scatter 


bS  

• minimize The generalization of the within-class scatter  



wS  

The function that needs to be maximized, with respect 

to w , is: 
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The between class scatter matrix and within class scatter 

matrix are defined as: 
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Where 


cm is the mean of class cX in F and cN is the 

number of samples belongs to cX . The vector optw  can be 

found as the solution of the generalized eigenvalue 

problem: 

  optwioptB wSwS =                                                        (6) 
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The kernel trick is used to avoid the explicit the mapping 

function


 in which the dot product in the new feature 

space F is replaced by a kernel function 

)()(),( yxyxk T= .                                                      

(7) 

3.  Case Study 

The required dataset analyzed during the current study 

were generated by using analytical model (software).  We 

have used 600 samples as follows: 400 for training, 15% 

for validation, and 15% for testing. The input vector 

30302211 ... yxyxyx   are sampled from the normalized 

curve of derivative pressure (figure 2) where:  
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This data preprocessing is a necessary step before building 

any model with machine learning in order to make the 

training less sensitive to the scale of features. Any 

normalized scheme can be used. the output vector has 6 

element where one element is 1 and the others are 0. Each 

value in the element is interpreted as the probability of 

membership for each class model. The list of the class 

model label in this study are: 

• node #1: Homogenous+ infinite action radial flow 

• node #2: Homogenous+ constant pressure boundary 

• node #3: Homogenous+ no flow boundary 

• node# 4: 2-porosity + infinite action radial flow 

• node #5: 2-porosity + constant pressure boundary 

• node #6: 2-porosity + no flow boundary 

The proposed method consists of two steps:  

1. Nonlinear discriminant analysis to extract low 

dimensional and discriminating axes that maximizing 

the separation between classes and use the features 

vectors were used for classification. 

2. Create ten classifiers using artificial neural network. 

each model is trained using different subset of the 

training data 

  

 

Fig 1.  Structure of the proposed well-test identification 

model 

The new reduced training dataset are obtain by projection 

the raw training data into the eigenvector correspond to d-

largest eigenvalue of the generalized characteristic 

equation. Each eigenvalue indicate how well the 

eigenvector differentiate the classes. 

figure 3 showed that  5 discriminant components are 

sufficient enough to explain 99% of the total variance in 

the original dataset while the remaining can be safely be 

dropped without losing information. Therefore, we have 

reduced 60-dimensional data into 5-dimensions, which are 

used as input data to train the ten different models. The set 

of neural network were created by Matlab neural network 

tool. We have used the most common structure neural 

network architecture which consists of three layers as 

input, hidden, and output layers. Input layer with five 

nodes 521 ,....,, GDGDGD representing the critical 

features considered from the output of GDA. Different 

hidden layer architectures were tested in this study to 

arrive at optimum network design. Two hidden layers with 

eight neurons were determined according to the test 

performance to get the maximum value. The output layer 

has six nodes, where each node corresponds to a specific 

model class in the data. The value of each output node 

essentially represents the probability of that class being the 

correct class. 

 

Subset 1 

Generalized discriminant analysis 

subset 2 … subset 10 

Classifier 2 Classifier 10 … 

Combine network output 

Original data 

Classifier 1 
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Fig 3. .Derivative pressure plot 

 

Fig 2.  Cumulative variance explained for 60 discriminat 

components 

Figure 4 and Figure 5 show the confusion matrix results 

for the first ANN model where we get a classification 

accuracy of 98.7% for transformed data through GDA and 

about 95.8% when using raw data. Dimensionality 

reduction using GDA is one of the data preprocessing 

concepts in machine learning, which hugely affects the 

performance of the model. A high dimensional data, 

network architecture with a huge input layer, is an obstacle 

for solving optimization problems in machine learning and 

renders it less accurate because the number of samples 

needed to estimate connection weights grows 

exponentially with the number of input variables.  

There are two risks in a bunch of networks classification: 

• Good class is not detected 

• Appearance of bad class 

For the first case the probability of getting bad class output 

is P(none detected by the first ANN model) * P(none 

detected by the second ANN model)*…*P(none detected 

by the tenth ANN model)= 0.1^10 , so we can neglect this 

case.  

For the second case, even if the risk factor value is equal to 

0.1, the probability to get a least one misclassified is P(at 

least one)= 1- p(none)^(number of the model) =1- 0.9^10= 

0.65, so the most embarrassing case is the appearance of 

bad classes. In this case, we will use the most simple and 

intuitive approach to find the final output prediction is 

based on majority voting rule. (table I) show that we can 

get by this method, ensemble learning, a classification 

accuracy of 100% 

 

Fig 4.  Confusion matrix for all classes and all attributes of 

the first neural network without GDA analyis  

 

Fig 5.  Confusion matrix for all classes and all attributes of 

the first neural network with GDA analysis 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(4), 158–163 |  162 

Table 1.   Confusion matrix of the ensemble ANN models 

 

4. Conclusions 

• the generalized discriminant analysis is an effective 

strategy in reducing the number of input features, in 

simplifying the network structure ANN and in 

improving the performance of the ANN  

• Model based on bagging neural networks and 

principal component analysis is an important 

technique to overcome the curse of dimensionality 

and produce accurate prediction in classification 

model.  

• We can get by this method a classification accuracy 

of 100%. thus, implementation of GDA-ANN can be 

part of well-testing analysis to identify well-test 

interpretation model 
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