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Abstract: The present volatility of the stock markets makes forecasting stock trends extremely challenging owing to several socio 

economic and political factors other than market trends. While machine learning models can be used to perform regression analysis based 

on historical data trends, it becomes extremely challenging to incorporate the variabilities which are non-numeric in nature. Some of the 

factors which govern the rise and fall of stock prices are socio economic conditions, trade wars, current pandemic situation and global 

market slowdown, reliability of a company among others. Hence, one of the most effective ways to incorporate these trends is analyzing 

public trends pertaining to the same. While public sentiments may not always be coherent with prevailing market trends, yet they often 

portray the existential trends in the market and opinions of the public regarding potential purchases of stocks of a particular company in a 

given time period. This paper presents an approach which is an amalgamation of deep nets with attention, and opinion mining for 

forecasting stock trends. The attention vector employed as an additional input computed on the moving average allows for current trend 

analysis along with opinion mining from public datasets to encompass both numeric data trends and non-numeric data parameters 

pertaining to global influencing features. The regression and forecasting accuracy have been computed on a diverse set of datasets to 

validate the performance of the proposed approach. 

Keywords:- Stock Market Forecasting, Global Influencing Features, Weighted Attention Score, Regularization Factor, Forecasting 

Accuracy. 

1. Introduction 

Financial assessment and investing depend critically on 

stock market trend analysis. While stock market trend 

analysis is a time series regression problem, what makes it 

extremely complicated is the dependence on several non-

numeric parameters such as socio economic conditions, 

political conditions of a country, political stability, 

financial crisis and trade wars, global slowdown and public 

sentiments pertaining to a company etc [1]. This leads to 

variabilities in the stock trends often exhibiting non-

coherent patterns with respect to historical data [2].  

Economic conditions can have a significant impact on 

stock trends. For example, during a recession, stock prices 

tend to decline as investors become more risk-averse. 

Conversely, during periods of economic growth, stock 

prices tend to rise as investors become more optimistic 

about the future [3]. Political factors can also impact stock 

trends. For example, changes in government policies, such 

as tax rates or regulations, can affect the performance of 

specific sectors of the economy and, in turn, impact stock 

prices [4]. The performance of individual companies can 

also impact stock trends. While conducive news updates 

such a rising profits and new product launches may result 

in sudden upward spikes in stock prices, negative news 

updates such as decline in sales or product recalls may 

have the opposite effect on the stock prices [5]. 

Global events, such as natural disasters, geopolitical 

tensions, or pandemics, can also impact stock trends [6]. 

These events can create uncertainty in the markets and 

cause investors to become more risk-averse and hence it is 

essential to note that stock trends are inherently variable 

and can be influenced by a wide range of factors [7]. It's 

also worth mentioning that past performance does not 

guarantee future results, so investors should exercise 

caution when making investment decisions based on 

historical stock trends [8]. The variabilities in stock trends 

are influenced by a variety of factors, including economic 

conditions, political factors, company performance, market 

sentiment, and global events [9]. While several approaches 

have been developed to predict stock market trends, yet it 

is often challenging to incorporate the non-numeric global 

influencing factors as a feature for stock trend analysis. 

One of the approaches which has been proven to be 

effective in incorporating global influencing factors along 

with public sentiments is using opinion mining and 

sentiment analysis for garnering non-numeric data as an 

exogenous input in addition to historical numeric data 

trends [10].  

Various trend analysis techniques try to estimate the 

movement of stock trends based on the variables of 

influence. The most ubiquitous analysis methods to 

estimate future stock trends happen to be fundamental 
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analysis methods and technical analysis methods. 

Fundamental analysis methods involve studying the 

financial and economic factors that affect a company's 

stock price. Additionally, fundamental analysts consider 

macroeconomic factors such as interest rates, inflation, and 

GDP growth rates. The goal of fundamental analysis is to 

identify companies that are undervalued or overvalued 

based on their financial and economic metrics [11]. 

Technical analysis, on the other hand, involves analyzing 

past market data, such as stock prices and trading volumes, 

to identify patterns that can be used to predict future stock 

price movements.  

White technical methods are inherently data centric in 

mature, it is essential to incorporate fundamental methods 

to gain future insights regarding global influencing 

features impacting stock trends. It is typically challenging 

to include the apt influences of macroeconomic features in 

terms of numerical features as they are extremely 

pervasive in natures and often exhibit bias or alignment 

towards particular stocks, in addition to being non-numeric 

inherently. Some of the noteworthy contemporary 

approaches in the domain are cited next. Kim et al. 

proposed an amalgamation of effective transfer entropy 

(ETE) for prediction of stock trends of benchmark S&P 

datasets [12]. Li et al. proposed preparing a training vector 

incorporating sentiment data from local news analysis an 

exogenous inputs [13]. Sen et al. proposed a GARCH 

model for stock market forecasting incorporating 

influencing factors for the Indian stock market [14]. 

Lobeila et al. proposed the LSTM and ARIMA models for 

estimating stock markets based on NASDAQ listed 

companies [15]. Sharaf  et al. proposed fusing sentiment 

data related to COVID-19 with stacked LSTM models for 

stock market forecasting [16]. Li et al. proposed a 

statistical model employing Pearson Correlation 

Coefficient (PCC) to evaluate correlation among 

governing variables for estimating futures stock prices 

[17]. Duan et al. compared the performance of baseline 

deep learning models such as LSTM and bi-LST for 

evaluating the movement of stock market trends [18]. Ren 

et al. presented a combination of sentiment analysis and 

SVR model for stock market prediction. The approach 

used the sentiment polarities as an additional feature along 

with historical numerical data [19]. Jers et al. proposed the 

use of LSTM for time limited sliding windows for stock 

market forecasting with an aim to track the recent trends in 

the time series data over shorts spans [20]. Luo et al. 

presented a parallel stochastic gradient descent methods 

for stock market forecasting with a regularization 

parameter. The regularization parameter was shown to 

avoid sudden truncation of training at local minima and 

reduce iterations to convergence [21]. It can be observed 

that contemporary approaches try to incorporate both time 

series forecasting models along with methods to include 

global views and market trends for a more robust model 

design. The subsequent section presents the details of the 

proposed approach in terms of feature engineering, data 

filtration and model training. 

2. Feature Engineering 

Selection and preparation of training features for any data 

driven model is the first pivotal step for data driven 

models. This requires a judicious selection of training 

features which can fulfill the following objectives of the 

present research work, stated as [22]: 

1) Incorporating global influencing features in terms of 

numeric values through opinion mining. 

1) Offsetting effects of noise and disturbances inherent to 

stock datasets. 

3) Employing a training algorithm which can render high 

prediction accuracy over a diverse set of benchmark 

datasets thereby validating the effectiveness of the 

prediction model [23].  

2.1 Incorporating Global Influencing Features. 

One of the most effective techniques to incorporate global 

influencing features is to extract intelligible information 

through sentiment analysis and opinion mining. It has been 

observed that stock market trends seems to have a clear 

reliance on public sentiments. However, public sentiments 

are often vague, biased and random in nature. Quantifying 

public sentiments is also challenging [24]. In this approach, 

the opinions of public pertaining to the stock market is 

gathered from twitter are quantified as tokens 13. The 

feature vector in this case is represented as: 

 

𝑻 = [
−𝑲;𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆 𝑺𝒆𝒏𝒕𝒊𝒎𝒆𝒏𝒕𝒔
𝟎;𝑵𝒆𝒖𝒕𝒓𝒂𝒍 𝑺𝒆𝒏𝒕𝒊𝒎𝒆𝒏𝒕𝒔
+𝑲;𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆 𝑺𝒆𝒏𝒕𝒎𝒆𝒏𝒕𝒔

]     (1) 

 

The depiction of sentiment polarities are shown in figure 1. 

 

Fig.1 Sentiment Polarities  
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The tokens associated with sentiment polarities have been 

tokenized as, −𝐾, 0 𝑎𝑛𝑑 + 𝐾 respectively where the 

normalized value of 𝐾 can be considered as, 1. 

Tokenization is often a fundamental step often incorporated 

in natural language processing (NLP) models aiming to 

extract opinions of sentiments from textual datasets. The 

goal of tokenization is to provide a structured 

representation of the text that can be easily processed by a 

machine learning model. Before analysing the sentiment of 

a piece of text, it needs to be divided into meaningful units 

[25]. Tokenization helps in standardizing the input text for 

further processing. Moreover, by breaking down text into 

tokens, the dimensionality of the input data is reduced. 

This can make it easier for machine learning algorithms to 

process the text efficiently [26]. Sentiment analysis usually 

involves classifying a piece of text (such as a review or a 

tweet) into one of several sentiment classes (e.g., positive, 

negative, neutral). 

2.2 Filtering Baseline Noise 

As the stock data sets are inherently noisy in nature, it is 

essential to filter out the baseline noise so as to aid pattern 

recognition over diverse datasets [27]. Stock data can be 

modelled as a time series function expressed as: 

𝑷𝒔𝒕𝒐𝒄𝒌 = 𝒇(𝑭𝒆𝒂𝒕𝒖𝒓𝒆𝟏−𝒏, 𝑭𝒆𝒂𝒕𝒖𝒓𝒆𝒈𝒊)        (2) 

Here, 

𝑃𝑠𝑡𝑜𝑐𝑘  denotes the stock prices. 

𝐹𝑒𝑎𝑡𝑢𝑟𝑒1−𝑛 denotes the numeric features from 

𝑓𝑒𝑎𝑡𝑟𝑢𝑒 1 𝑡𝑜 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑛. 

𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑔𝑖  denotes the global influencing features. 

The time series representation of the stock prices can be 

transformed to the transform domain (typically frequency 

domain) to obtain multi resolution analysis of the data, 

which would in turn allow separating the low frequency 

information content and high frequency noise component 

[28]. The discrete wavelet transform (DWT) has been 

employed in this case for the same. The formulation for the 

DWT can be expressed as: 

𝒁(𝒙, 𝒄𝒔𝒄𝒂𝒍𝒆, 𝒄𝒔𝒉𝒊𝒇𝒕) = 𝑫
𝒏 ∑ 𝒛(𝒙)𝑲𝑻 [

𝒏−𝒊𝒄𝒔𝒉𝒊𝒇𝒕

𝒄𝒔𝒄𝒂𝒍𝒆
]𝒊  (3) 

Here, 

𝑍 is the data in the transform domain. 

𝑧(𝑥) denotes the time series data. 

𝑐𝑠𝑐𝑎𝑙𝑒  denotes the scaling factor. 

𝑐𝑠ℎ𝑖𝑓𝑡  denotes the shifting factor. 

𝑛 denotes the level of the DWT. 

𝐷𝑛 denotes the dilation factor  

𝐾𝑇 denotes the DWT family kernel. 

The essence of the approach  lies in the fact that the DWT 

separates the data into a high frequency con-efficient 𝐶𝐻 

often termed as the detailed co-efficient and a low 

frequency co-efficient 𝐶𝐿 often termed as the approximate 

co-efficient. The high frequency component of the DWT 

decomposition is observed to contain the noise baseline 

and the low frequency component is observed to contain 

the maximum information content of the data [29] Thus 

retaining the 𝐶𝐿 values over an iterative decomposition 

process, leaving out the 𝐶𝐻 values results in effective noise 

filtering. While the flipside of the approach may be an 

evident decimation of the data samples, yet it could 

account for much more effective pattern recognition with 

respect to the original set of data samples [30]. 

2.3 Weighted Means 

The next critically important aspect pertaining to feature 

preparation happens to create a feature vector which would 

identify the most recent trends in the data as an exogenous 

input apart from the overall data set [31]. This can be 

mathematically expressed as: 

 

𝒇𝒎𝒆𝒂𝒏
𝒘 =

𝟏

𝒊−(𝒌−𝒍)
(𝒇𝒊
𝒗 −∑ 𝒇𝒍−𝒌

𝒗𝒍
𝒌 )      (4) 

Here, 

𝑓𝑚𝑒𝑎𝑛
𝑤  denotes the weighted mean. 

𝑓𝑖
𝑣 denotes the instantaneous feature value. 

𝑘 denotes the initial point for computing the mean. 

𝑙 denotes the last point for computing the mean. 

1

𝑖−(𝑘−𝑙)
 denotes the weight factor. 

The essence of computing the weighted moving average as 

an separate feature is to emphasize the impact of most 

recent (𝑙 − 𝑘) samples of the target variable. The term 
𝟏

𝒊−(𝒌−𝒍)
is used as a weight factor to keep the impact of the 

(𝑙 − 𝑘) samples in bounds with respect to the total 𝑛 

chosen samples of the dataset [33]. Applying the weighted 

mean to both the input and target variables, the training 

feature set can be obtained as: 

𝒇𝒄𝒐𝒎𝒑𝒐𝒔𝒊𝒕𝒆 =
𝟏

𝒊−(𝒌−𝒍)
(𝒇𝒊
𝒗 − ∑ 𝒇𝒍−𝒌

𝒗𝒍
𝒌 )𝒇𝟏,

𝟏

𝒊−(𝒌−𝒍)
(𝒇𝒊
𝒗 −

∑ 𝒇𝒍−𝒌
𝒗𝒍

𝒌 )𝒇𝟐 ……
𝟏

𝒊−(𝒌−𝒍)
(𝒇𝒊
𝒗 −∑ 𝒇𝒍−𝒌

𝒗𝒍
𝒌 )𝒇𝒏,       (5) 

Here, 

𝑓𝑐𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑒 denotes the composite training vector. 

 Subscripts 1, 2… . 𝑛 denote the total number of 

independent feature variables. 
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The feature engineering serves as the prologue to the 

training algorithm for the designed deep neural net model, 

explained in the subsequent section [34]. 

3. Proposed Algorithm 

The proposed algorithm essentially presents the deep 

neural network model with attention scores employing 

back propagation. The attention co-efficients are computed 

and used in conjugation with the back propagation model 

with an aim to achieve steepest descent [35]. 

If 𝒔𝒊 denotes the states of the deep neural net, 𝒓𝒕−𝟏 denotes 

the regression constant, and𝒄𝒂,𝒊, denotes the cosine 

alignment factor, then 𝒄𝒂,𝒊is computed as: 

𝒄𝒂,𝒊
𝒂𝒕𝒕𝒆𝒏𝒕𝒊𝒐𝒏 𝒗𝒆𝒄𝒕𝒐𝒓
→            𝒓𝒕−𝟏 (𝒔𝒊)(6) 

The cosine alignment factor is computed to maximize the 

regression between the feature vector and the target 

variable. The cosine based overlap can be computed as: 

 

𝑪𝒂𝒍𝒊𝒈𝒏𝒎𝒆𝒏𝒕 =
𝟏

𝒊−(𝒌−𝒍)
∫ 𝒇𝒊

𝒗(𝒙) − 𝒄𝒐𝒔∑ 𝒇𝒍−𝒌
𝒗𝒍

𝒌 (𝒙)𝒕. 𝒇𝒊
𝒗(𝝉 −

𝒏

𝒊

𝒙 − ∑ 𝒇𝒍−𝒌
𝒗𝒍

𝒌 (𝝉 − 𝒙)𝝉−𝒙𝒅𝒙(7) 

 

The contextual attention vector can be further computed as: 

𝑨𝒄𝒐𝒏𝒕 = ∑ 𝑪𝒂𝒍𝒊𝒈𝒏𝒎𝒆𝒏𝒕 ∗ 𝒓𝒕−𝟏 (𝒔𝒊)𝒊
𝒍
𝒊=𝒌 (8) 

The attention alignment vector as computed on the sliding 

sample window of (𝑙 − 𝑘)𝑠𝑎𝑚𝑝𝑙𝑒𝑠 enables the weighted 

average to be reinforced as an additional feature vector for 

the attention context thereby extracting the latest trends in 

time series stock dataset [36]. 

The proposed algorithm is presented as a sequential 

implementation of the steps put forth: 

Proposed Algorithm: 

Start 

Step.1: Randomly divide data into training and testing 

sub-categories. 

Step.2: Assign value of number of decomposition levels 𝒏 

and compute the DWT using 𝑫𝒏 ∑ 𝒛(𝒙)𝑲𝑻 [
𝒏−𝒊𝒄𝒔𝒉𝒊𝒇𝒕

𝒄𝒔𝒄𝒂𝒍𝒆
]𝒊 . 

Step.3: 𝒇𝒐𝒓 𝒊 = 𝟏: 𝒏 

{ 

retain values of 𝑪𝑳 while discarding 𝑪𝑯 

} 

Step.4: Assign values for 𝒌 𝒂𝒏𝒅 𝒍 to compute the 

weighted mean 
𝟏

𝒊−(𝒌−𝒍)
(𝒇𝒊
𝒗 −∑ 𝒇𝒍−𝒌

𝒗𝒍
𝒌 ). 

Step.5: Compute the attention weights using the relation 

∑ 𝑪𝒂𝒍𝒊𝒈𝒏𝒎𝒆𝒏𝒕 ∗ 𝒓𝒕−𝟏 (𝒔𝒊)𝒊
𝒍
𝒊=𝒌 . 

Step.6: Add the exogenous sentiment polarity vector 𝑻 ∈

[−𝑲, 𝟎, +𝑲]. 

Step.7: Define maximum number of iterations as 𝒎𝒂𝒙𝒊𝒕𝒓 

and cost function to be minimized as: 

𝒇𝒄𝒐𝒔𝒕 = 𝒎𝒊𝒏⏟  
𝒎𝒂𝒙𝒊𝒕𝒓

𝟏

𝒏
∑ (𝒕𝒊 − 𝒕̂𝒊)

𝟐𝒏
𝒊=𝟏           (8) 

Step.8: for i=1:maxitr, 

{ 

Update weights as: 

𝒘𝒊+𝟏 = 𝒘𝒊 − 𝜶𝛁𝒇𝒄𝒐𝒔𝒕(𝒘𝒊) −

[
 
 
 
 

[
 
 
 
 
𝜕2𝑒1

𝜕𝑤1
2 ⋯

𝜕2𝑒1

𝜕𝑤𝑚
2

⋮ ⋱ ⋮
𝜕2𝑒𝑛

𝜕𝑤1
2 ⋯

𝜕2𝑒𝑛

𝜕𝑤𝑚
2 ]
 
 
 
 

∗

[
 
 
 
 
𝜕2𝑒1

𝜕𝑤1
2 ⋯

𝜕2𝑒1

𝜕𝑤𝑚
2

⋮ ⋱ ⋮
𝜕2𝑒𝑛

𝜕𝑤1
2 ⋯

𝜕2𝑒𝑛

𝜕𝑤𝑚
2 ]
 
 
 
 
𝑻

+ 𝜶𝑰

]
 
 
 
 

𝒊

−𝟏

∗ (𝒕𝒊 − 𝒕̂𝒊)      (9) 

} 

Step.9: if (𝒊 == 𝒎𝒂𝒙𝒊𝒕𝒓 or 𝒇𝒄𝒐𝒔𝒕stabilizes over k-fold, 

validation) 

{ 

Truncate training 

else 

Update weights 

} 

Step.10: Computer MAPE and 𝑹𝟐 on convergence. 

Stop. 

 

Here, 

The least square optimization is considered as the cost 

function. 

𝐼 is an identity matrix. 

𝛼 is the learning rate. 

𝑡𝑖  𝑎𝑛𝑑 𝑡̂𝑖 are the target and predicted values. 
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The global influencing factors incorporated through the 

sentiment polarities have been computed using the Naïve 

Bayes classifier following the Bayes theorem of 

conditional polarity given by [37]: 

𝑷(
𝑯

𝑿
) =

𝑷(
𝑿

𝑯
)𝑷(𝑯)

𝑷(𝑿)
     (10) 

Here, 

Posterior Probability [P (H/X)] is the probability of 

occurrence of event H when X has already occurred 

Prior Probability [P (H)] is the individual probability of 

event H 

X is termed as the tuple and H is is termed as the 

hypothesis.  

Here, [P (H/X)] denotes the probability of occurrence of 

event X when H has already occurred. 

For overlapping text samples, for tokenization, the class is 

computed as: 

𝒇𝒄𝒍𝒂𝒔𝒔 = 𝐦𝐚𝐱 (𝒑𝒓𝒐𝒃 [

𝑪+𝒗𝒆
𝑪−𝒗𝒆
𝑪𝒏𝒆𝒖𝒕𝒓𝒂𝒍

])         (11) 

Here, 

𝑓𝑐𝑙𝑎𝑠𝑠 is the sentiment class of a feature sample. 

The mean absolute error (MAPE:%), root mean squared 

error (RMSE) and regression (𝑅2) have been considered as 

the fundamental evaluation parameters. Each of the 

parameters has been defined in the subsequent section. The 

experimental setup for the proposed approach along with 

the obtained results are presented in the next. A detailed 

discussion pertaining to the obtained results also ensues. 

4. Results And Discussion 

The experimental results have been performed on S&P 

datasets, comprising of daily stock prices of Apple, Google 

and Tesla. The data used ranges over a period of 10 years, 

with minimum, maximum, and closing prices being 

marked. The significant statistical data metrics such as 

minimum value, maximum value, mean and standard 

deviation have also been marked on the data. A similar 

statistical analysis for Google and Tesla stocks over a 

period of 10 years has been presented subsequently. 

Subsequent to the data representation, statistical curve 

fitting employing both linear and non-linear fitting 

methods have been shown. Finally the forecasting results 

without and with regularization has been presented. A 

similar analysis has been presented for all the 3 stocks. The 

data has been obtained from the following 

source:https://finance.yahoo.com/quote/ 

 

 

Fig.2 Apple stocks over a 10 year period 

Figure 2 depicts the variation of the Apple Stock prices over a period of 10 years.  
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Fig.3 Curve Fitting with Linear Estimation 

Figure 3 depicts the curve fitting with linear estimation for Apple stocks. 

 

Fig.4 Curve Fitting with Non-Linear Estimation 

Figure 4 depicts the curve fitting with non-linear estimation for Apple stocks. 

 

Fig.5 Denoising with stationary Symlet at level 3 
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Figure 5 depicts the denoising with stationary Symlet for Apple stocks. 

 

Fig.6 Forecasted and Actual Values 

Figure 6 depicts the actual and forecasted stock prices for Apple Stocks, without regularization. 

 

Fig.7 Forecasted and Actual Values with Regularization 

Figure 7 depicts the actual and forecasted stock prices for Apple Stocks, with regularization. 

 

Fig.8 Google stocks over a 10 year period 
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Figure 8 depicts the variation of the Google Stock prices over a period of 10 years. 

 

Fig.9 Curve Fitting with Linear Estimation 

Figure 9 depicts the curve fitting with linear estimation for Google stocks. 

 

Fig.10Curve Fitting with Non-Linear Estimation 

Figure 10 depicts the curve fitting with non-linear estimation for Google stocks. 

 

Fig.11 Denoising with stationary Symlet at level 3 
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Figure 11 depicts the denoising with stationary Symlet for Google stocks. 

 

Fig.12 Forecasted and Actual Values 

Figure 12 depicts the actual and forecasted stock prices for Google Stocks, without regularization. 

 

Fig.13 Forecasted and Actual Values with Regularization 

Figure 13 depicts the actual and forecasted stock prices for Google Stocks, with regularization. 

 

Fig.14 Tesla stocks over a 10 year period 

Figure 14 depicts the variation of the Google Stock prices over a period of 10 years. 
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Fig.15 Curve Fitting with Linear Estimation 

Figure 15 depicts the curve fitting with linear estimation for Tesla stocks. 

 

Fig.16 Curve Fitting with Non-Linear Estimation 

Figure 16 depicts the curve fitting with non-linear estimation for Tesla stocks. 

 

Fig.17 Denoising with stationary Symlet at level 3 
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Figure 17 depicts the denoising with stationary Symlet for Tesla stocks. 

 

Fig.18 Forecasted and Actual Values 

Figure 18 depicts the actual and forecasted stock prices for Tesla Stocks, without regularization. 

 

Fig.19 Forecasted and Actual Values with Regularization 

Figure 19 depicts the actual and forecasted stock prices for Tesla Stocks, with regularization. 

Table 1. Summary of Parameters: Apple 

S.No. Parameter Value 

1. Denoising SWT (Sym) 

2. Levels 3 

3. Denoising Soft 

4. 𝑅2 (Linear) 0.7515 

5. 𝑅2 (Non-Linear) 0.9309 

6. 𝑎0 (Linear) 0.04777 
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7. 𝑎1 (Linear) -19.5 

8. 𝑎0 (Non-Linear) 2.991 

9. 𝑎1 (Non-Linear) -0.5 

10. 𝑎2 (Non-Linear) -0.0426 

11. RMSE (Linear) 1315 

12. RMSE (Non-Linear) 694 

13. MAPE (without regularization) 2.77 

14. MAPE (with Regularization) 0.03 

 

Table 2. Summary of Parameters: Google 

S.No. Parameter Value 

1. Denoising SWT (Sym) 

2. Levels 3 

3. Denoising Soft 

4. 𝑅2 (Linear) 0.8204 

5. 𝑅2 (Non-Linear) 0.8981 

6. 𝑎0 (Linear) 0.3749 

7. 𝑎1 (Linear) -4.67 

8. 𝑎0 (Non-Linear) 1.48 

9. 𝑎1 (Non-Linear) -5 

10. 𝑎2 (Non-Linear) -0.007221 

11. RMSE (Linear) 846 

12. RMSE (Non-Linear) 660.1 

13. MAPE (without regularization) 12.45 

14. MAPE (with Regularization) 0.17 

 

Table 3. Summary of Parameters: Tesla 

S.No. Parameter Value 

1. Denoising SWT (Sym) 

2. Levels 3 

3. Denoising Soft 

4. 𝑅2 (Linear) 0.5361 

5. 𝑅2 (Non-Linear) 0.781 

6. 𝑎0 (Linear) 0.08129 

7. 𝑎1 (Linear) -61.51 

8. 𝑎0 (Non-Linear) 7.046 
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9. 𝑎1 (Non-Linear) -5 

10. 𝑎2 (Non-Linear) -0.45.69 

11. RMSE (Linear) 3623 

12. RMSE (Non-Linear) 2489 

13. MAPE (without regularization) 15.77 

14. MAPE (with Regularization) 1.01 

 

Table. 4 Comparison with existing techniques 

S.No Authors Performance 

1. Kim et al. MAPE: 43% 

2. Wu et al. MAPE: 50.4% 

3. Sen et al. MAPE:5.6% 

4. Sharaf et al. MAPE: 7.7% 

5. Proposed  0.03 (Apple) 

0.17 (Google) 

1.01 (Tesla) 

  

Tables 1, 2 and 3 summarize all the important stochastic 

and performance  parameters Apple, Google and Tesla 

datasets. The experiment has been performed on a diverse 

set of data with Apple being a computed hardware/mobile 

phone manufacturer, Google being a software company 

and Tesla being an automobile manufacturer. The analysis 

is done on a day wise stock dataset ranging over a period of 

10 years, from January 2013 to January 2023.The 

forecasting results have evaluated in terms of the following 

parameters: 

1) Mean Absolute Percentage Error (MAPE), which is 

defined as: 

𝑴𝑨𝑷𝑬 =
𝟏

𝒏
(∑

|𝒙𝒊−𝒙̂𝒊|

𝒙𝒊

𝒏
𝒊=𝟏 )              (12) 

2) Root Mean Squared Error (RMSE), which is defined as: 

𝑹𝑴𝑺𝑬 = √
∑ (𝒙𝒊−𝒙̂𝒊)

𝟐𝒏
𝒊=𝟏

𝒏
              (13) 

3) Regression Value (𝑅2): The regression value implies the 

level of similarity among the predicted and actual values. 

4) Fitting Co-efficients: The values (𝑎0, 𝑎1 𝑎𝑛𝑑 𝑎2) 

corresponding to the linear or non-learn fitting relation 

given by: 

𝒚 = 𝒂𝟎 + 𝒂𝟏𝒙 + 𝒂𝟐𝒙
𝟐 +⋯… . . 𝒂𝒏𝒙

𝒏   (14) 

The first step of analysis for each of the data sets is the 

nature of fitting for the datasets. Linear and Non-Linear 

(Quadratic) curve fitting has been performed to compute 

the 𝑹𝟐 𝒂𝒏𝒅 𝑹𝑴𝑺𝑬 values of the datasets. It has been 

observed that the non-linear 𝑹𝟐 value in higher compared 

to that for linear fitting indicating the non-linearity 

inherently present in the datasets. The𝑹𝑴𝑺𝑬 value though 

reduces indicating better fitting results for the non-linear 

model. The above inferences could have also been 

intuitively garnered, however prior to design of a model, 

the nature of the datasets were verified, so as to opt for 

optimal design of the machine learning model. 

The fitting co-efficient values (𝒂𝟎 𝒂𝒏𝒅 𝒂𝟏)for the linear 

model and (𝒂𝟎, 𝒂𝟏 𝒂𝒏𝒅 𝒂𝟐) for the non-linear models have 

been presented. Subsequently, the wavelet transform 

(stationary) with Sym (Symlet) at level 3 has been 

performed to de-noise the data. The wide sense stationarity 

is an attribute which is typically observed across time 

series datasets (indicating seasonality). The low and high 

frequency co-efficients (𝑪𝒂 𝒂𝒏𝒅 𝑪𝒅)values for the non-

decimated and decimated waveforms for both original and 

de-noised data have been computed. Increase in the number 

of levels clearly indicate the reduction in the noise 

amplitude for all the datasets. Separation of the data as 

𝑹𝒆𝒔𝒊𝒅𝒖𝒂𝒍 = 𝑺 + 𝒅𝟑has also been shown. Truncating the 

decomposition has been done at level 3 as increasing the 

levels further typically increases the computational 

complexity, introduces decimation and doesn’t result in 

significant noise removal. 

Finally, the forecasting has been performed for 2 separated 

cases, one being without the regularization parameter and 

the other being with the regularization parameter. An 

important observation which can be made is the fact that 
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the proposed weighted mean based attention model 

achieves relatively low MAPE for the Apple dataset, being 

2.77 (without regularization) but clearly results in much 

higher MAPE for the Google and Tesla datasets (being 

12.47 and 15.77) respectively. This observation is an 

indication of the data specific performance of machine 

learning and deep learning models which show large 

divergences across datasets. To standardize the model 

across a multitude of datasets, the regularization parameter 

has been incorporated which is essentially a penalty 

imposed on the training algorithm in case the change in 

weights result in sudden change in the monotonicity pattern 

of the cost function. The penalty based regularization 

metric can be computed as: 

𝒓𝒄𝒐𝒔𝒕 =
|𝒘|

𝑱
𝛁 𝒘; 𝒊 = 𝟏:𝒏(12) 

Here, 

𝑟𝑐𝑜𝑠𝑡 denotes the regularization factor. 

|𝑤| denotes the weight vector. 

𝐽 denotes the cost function. 

𝑖 denotes iterations 

The introduction of the regularization parameter clearly 

reduces the MAPE manifolds, clearly exhibiting the 

effectiveness of the regularization been employed.  

Table 4 compares the performance of the proposed system 

against contemporary research in the domain. The 

comparison yields the superior performance of the 

proposed approach again the existing approaches.  

Conclusion 
This paper presents a weighted attention model for stock 

market prediction incorporating the impacts of global 

influencing features. Sentiment polarity has been added as 

an exogenous data metric through opinion mining, to create 

a composite training vector. The attention based model 

tried to incorporate both the impacts of seasonality and 

local randomness over shorter intervals of time series 

analysis. Denoising has been performed using the 

stationary Symlet to filter raw data. A penalty based 

regularization parameter has also been included to reduce 

the MAPE of the proposed system. The forecasting MAPE 

has been computed with and without the regularization 

parameters whose results clearly show the reduction in 

MAPE through the use of the penalty based regulation. The 

choice of the datasets has been kept diverse to validate the 

effectiveness of the proposed model. A clear illustration of 

the data specific nature of machine and deep learning 

models has been augmented through the divergence in 

MAPE across datasets, thereby reinforcing the need for 

regularization. The final MAPE values attained are 0.03, 

0.17 and 1.01 for Apple, Google and Tesla datasets 

respectively. A comparative analysis with contemporary 

approaches supports the improved performance of the 

proposed model. 
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