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Abstract: The abundance of online opinion reviews provides a valuable insight for understanding customer references and improving 

products and services. However, extracting fine-grained suggestions from these reviews remains a challenging task. In this paper, we 

propose a novel token classification model based on Transformer architecture for suggestion key phrase extraction. We formulate 

suggestion key phrase extraction as a sequence labeling task and fine-tune a pre-trained Transformer model. By applying token 

classification, the model is trained to assign a label to each token in the review indicating whether it represents a suggestion key phrase or 

not. This fine-tuning process enables the model to learn the intricate relationships between words and their contextual cues, facilitating the 

effective identification of relevant suggestions. To evaluate the effectiveness of the Token classification approach, we constructed a dataset 

consisting of opinion reviews from various domains. We annotated the dataset with suggestion key phrases to serve as ground truth for 

training and evaluation. We employed state-of-the-art token classification models, such as BERT or DeBERTa of various sizes, and fine-

tuned them on our annotated dataset. Experimental results demonstrate that the Token classification approach outperforms traditional 

methods for suggestion key phrase extraction. The findings of this research have several practical implications for businesses and 

organizations. By automatically extracting suggestion key phrases from opinion reviews, companies can gain valuable insights into 

customer preferences and expectations. These insights can be used to enhance product development, improve customer satisfaction, and 

optimize marketing strategies. 
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1. Introduction 

With the widespread availability of user-generated content 

on various online platforms, sentiment analysis and opinion 

mining have emerged as crucial research areas for 

understanding customer preferences, improving user 

experiences, and driving business success. Extracting 

valuable insights from opinion reviews, such as sentiment 

polarity and suggestion key phrases, has become essential 

for organizations aiming to gain a competitive edge in 

today's highly dynamic market[1]–[3]. Sentiment analysis 

focuses on determining the sentiment expressed in a piece 

of text, whether it is positive, negative, or neutral. It has 

traditionally relied on approaches such as lexicon-based 

analysis, machine learning classifiers, and deep learning 

models to classify sentiment in opinion reviews. However, 

sentiment analysis alone may not provide sufficient 

actionable information for businesses seeking to enhance 

their products or services. 

In recent years, suggestion mining has gained attention as a 

complementary task to sentiment analysis[2]–[5]. 

Suggestion mining aims to identify specific suggestions or 

recommendations within opinion reviews, providing 

actionable insights for businesses. Extracting suggestion 

key phrases allows organizations to understand not only the 

sentiment of customers but also their explicit 

recommendations for improvements or enhancements. 

In this research paper, we propose a novel Token 

classification approach for extracting suggestion key  

phrases from opinion reviews. Token classification, a 

subtask of natural language processing (NLP), involves 

assigning predefined labels to individual tokens in a text 

sequence. By employing token classification, we can  

identify and classify tokens within an opinion review as 

suggestion-related, sentiment-related, or general opinion 

related. 

The primary motivation for adopting a Token classification 

approach lies in its ability to capture fine-grained 

information from opinion reviews[6]. By classifying 

individual tokens, we can pinpoint specific phrases or words 

that explicitly express suggestions, enabling a more targeted 

and accurate extraction process. This level of granularity 

surpasses traditional approaches that treat the entire review 

as a single unit, potentially missing out on important 

suggestion key phrases embedded within the text. 

While existing research has explored sentiment analysis and 

suggestion mining separately. The suggestion mining as 

considered as sequence classification task, classifying as 

suggestion or non-suggestion classes[2], [4]. A fine-grained 
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analysis is missing in the existing literature.  The proposed 

Token classification approach bridges this gap by 

leveraging the power of NLP techniques, machine learning 

models, and token-level classification to extract suggestion 

key phrases. 

The contributions of this research paper can be summarized 

as follows: 

1. Introducing a Token classification approach for 

extracting suggestion key phrases from opinion reviews, 

enabling fine-grained analysis of customer feedback. 

2. Constructing a comprehensive dataset of opinion reviews, 

annotated with suggestion key phrases, to facilitate training 

and evaluation of the Token classification models. 

3. Conducting experiments and evaluations using state-of-

the-art token classification models, such as BERT[6] or 

DeBERTa[7] and various sizes of the same to demonstrate 

the effectiveness and superiority of the proposed approach 

over traditional methods. 

4. Providing insights into the performance and limitations of 

different token classification models for suggestion key 

phrase extraction, shedding light on their suitability for real-

world applications. 

5. Offering practical implications for businesses and 

organizations by showcasing how the automatic extraction 

of suggestion key phrases can drive product development, 

customer satisfaction, and marketing strategies. 

 

In the subsequent sections of this paper, we will present a 

detailed overview of related work in suggestion mining, and 

token classification. We will then describe our proposed 

methodology, including the dataset construction, model 

training, and evaluation. Finally, we will present the 

experimental results, analyze the findings, and discuss the 

implications and future directions of this research. 

2. Literature Survey 

Suggestion mining from opinion reviews is a relatively new 

research area within the field of sentiment analysis and 

opinion mining[8]. While several studies have focused on 

sentiment analysis and aspect-based sentiment analysis[9], 

the specific task of extracting suggestions has received 

limited attention. This literature study aims to provide an 

overview of the existing approaches related to suggestion 

mining and token classification in the context of opinion 

review analysis.  

2.1. Suggestion Mining 

Viswanathan, Amar, et al.[10] were among the pioneers in 

introducing the concept of suggestion mining to the 

literature. They extracted insights from 

www.mouthshut.com reviews using rule-based approaches, 

aiming to identify actionable feedback and treat them as 

suggestions. Linguistic features, n-grams, and POS tag data 

were utilized to identify suggestion expression sentences in 

customer opinions from platforms like Trip Advisor and 

Yelp. However, until 2015, a precise definition of 

suggestion mining was lacking in the literature. In 

subsequent years, Negi, S. et al[1]. compiled annotated 

datasets and problem definitions by gathering information 

from various sources such as restaurant and electronic 

product reviews, Microsoft Windows phone tweets, and 

software forum conversations. Additional reviews were 

acquired from Twitter and travel-related portals to enhance 

the available datasets.[1], [2], [4], [11] Rule-based systems 

and deep learning methods, including LSTM and CNN, 

were employed to classify reviews as suggestions or non-

suggestions. Deep models were initialized with 

Word2Vec[12], [13] and Glove[14] word embeddings, and 

LSTM was found to perform better. A hybrid system was 

developed to detect review sentences conveying suggestion 

intent, and a semi-supervised learning method was 

introduced to extract customer-to-customer suggestions 

from reviews. 

To attract more research attention and promote further study 

in suggestion mining, Sapna Negi et al. organized a pilot 

task on Suggestion Mining as part of SemEval-2019[5]. 

Labeled data from feedback forums and hotel reviews were 

created for this task, which comprised two subtasks: open-

domain and cross-domain suggestion classification. Various 

teams participated in SemEval-2019, employing pre-trained 

models and transfer learning approaches to tackle the 

subtasks[15]–[24]. In similar lines [25]reviewed the existing 

literature of work related to suggestion mining. The authors 

elaborated on the approaches such as rule-based system, 

machine learning, and deep learning used for suggestion 

mining. With the advantage of computing resources and 

data, the trend of deep learning algorithms for various 

applications has evolved very rapid pace. In majority 

applications deep learning algorithms are seems like a black 

box[26] gave an attempt visualize the model attention 

weights for the suggestion mining. The major challenge 

with the available data for suggestion mining task is class 

imbalance, which biased towards non-suggestion mining. 

To address the class imbalance and understand the 

effectiveness of various embedding techniques and 

models[27] proposed a novel weighted focal loss function. 

Jain et al.[28] proposed a transformer-based approach for 

suggestion mining and employed Synthetic Minority 

Oversampling Technique (SMOTE) and Language Model-

based Oversampling Technique (LMOTE) to address the 

class imbalance problem. These oversampling techniques 

marginally improved model performance. Leekha. M, 

Goswami, et al[28]. implemented a multi-task learning 

approach combined with oversampling methods for 

suggestion mining. They utilized an ensemble of RCNN, 

CNN, and Bi-LSTM models with ELMo embeddings in 

their multi-task learning setup. Researchers participating in 

SemEval-2019 have also explored other dimensions of 

suggestion mining.  
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The fine-grained analysis on suggestion mining is missing, 

from the pioneering approaches to the current all the 

approaches are considered suggestion mining as sequence 

classification[3], [29]. To make a more fine-grained 

analysis, extract the impactful insights from raw data a 

novel task such as aspect-oriented suggestion mining has 

been proposed[29]. In the aspect orientation of suggestion 

mining, the authors annotated the data and applied various 

categories of models to evaluate the performance. To 

address the other missing piece, the authors proposed key 

phrase extraction from opinion reviews, which exactly 

extract the suggestion intended phrase from opinion 

reviews. 

2.2. Token Classification 

Token classification, also known as sequence labeling or 

named entity recognition, is a fundamental task in natural 

language processing (NLP) that involves assigning labels to 

individual tokens in a sequence of text. Over the years, token 

classification has garnered significant attention and has been 

widely applied in various NLP domains, including 

sentiment analysis, named entity recognition, part-of-

speech tagging, and information extraction. Early 

approaches to token classification often relied on 

handcrafted features and traditional machine learning 

algorithms such as Hidden Markov Models (HMMs) and 

Conditional Random Fields (CRFs). These methods, while 

effective to some extent, struggled to capture the intricate 

relationships and contextual dependencies present in natural 

language text. 

The advent of Transformer-based models, such as BERT[6] 

and other encoder only models such as RoBERTa, 

DeBERTa[7], and many more are revolutionized for token 

classification. These models employ attention mechanisms 

and deep neural networks to capture the contextual 

information and dependencies between tokens, enabling 

more accurate and robust sequence labeling. Pre-trained 

Transformer models[30], in particular, have shown 

remarkable performance by leveraging large-scale corpora 

and unsupervised learning to learn rich representations of 

words and their contextual cues. 

3. Methodology 

We present a novel task in suggestion mining such as 

suggestion key phrase extraction, which aims to extract the 

key phrase that denote the suggestion in the given 

opinionated text. In the process of key phrase extraction, the 

models need labeled examples to get trained. After 

preparation of labeled data, need to be tokenized and 

convert into numerical form to feed into any machine 

learning model to learn. The generated embeddings are fed 

to the model and adjust the model parameters and use the 

trained model for inference. The following are the more 

detailed representation of each step in the methodology we 

adopted. 

The above image depicts the methodology adopted to tackle 

the suggestion key phrase extraction using token 

classification approach by finetuning the BERT and 

DeBERTa. The more details of each of the step are 

explained below. 

3.1. Dataset Preparation and Tokenization  

SemEval-2019 organizers[5] provided the labeled dataset 

for suggestion mining tasks for the two tasks. The dataset 

consisting of 8500 number of reviews on Microsoft 

windows phone, and 6185 reviews on Travel.  

 

Table 1. Details of Datasets 

Dataset Suggestion Non-

Suggestion 

Travel Reviews 2310 3875 

MS Windows 

Phone 

2085 6415 

 

From the above set of reviews, we considered only 

suggestion labeled as True, which are 2310 from travel 

domain and 2085 from MS Windows phone reviews. 

The dataset has label “1” or “0” indicating whether the 

opinion review is suggestion intended or not. But the key 

phrase annotation was not available. We Annotated the 

dataset with suggestion key phrases manually each opinion 

review and identify the suggestion key phrases within the 

text. We labeled these key phrases by labeling them as 

suggestion-related tokens. This process involves marking 

the specific spans or tokens that explicitly express 

suggestions. 

Data Preprocessing step consisting of cleaning of data by 

removing special characters, emoticons, and other irrelevant 

piece of information from Opinion review input. After data 

preprocessing, we applied a tokenizer, such as the 

Fig 1. Methodology adopted for Key phrase extraction 
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WordPiece tokenizer used in BERT and DeBERTa to split 

the opinion reviews into individual tokens. Tokenization 

breaks down the text into smaller units, such  as words or 

sub-words, to represent the input text in a numerical format 

suitable for model input. 

To ensure robust model training and evaluation, it is a 

common practice to divide the dataset into training, 

validation, and testing sets. In our approach, we performed 

a stratified split of the annotated dataset into three distinct 

subsets: training, validation, and testing. The dataset was 

split in a ratio of 70:15:15, with 70% of the data allocated 

for training the model, 15% for validating and fine-tuning 

the model during the training process, and the remaining 

15% reserved for final testing and evaluation. This stratified 

split ensures that each subset maintains a representative 

distribution of the original dataset, aiding in accurate 

performance assessment and generalization of the trained 

model. 

The below example from travel review data shows how the 

review text is annotated and converted into vector along 

with the label generation to feed into the DeBERTa model. 

 

• Review Text: be sure to pick up an 

umbrella (for free) at the concierge 

if you anticipate rain while 

sightseeing. 

 

• Annotation: be sure to pick up an 

umbrella 

 

• Tokens generated by Tokenizer: 

['[CLS]', '▁be', '▁sure', '▁to', 

'▁pick', '▁up', '▁an', '▁umbrella', 

'▁(', 'for', '▁free', ')', '▁at', 

'▁the', '▁concierge', '▁if', '▁you', 

'▁anticipate', '▁rain', '▁while', 

'▁sightseeing', '.', '[SEP]'] 

 

• Input_ids generated based on 

vocabulary: [1, 282, 521, 264, 1469, 

322, 299, 11908, 287, 2102, 484, 285, 

288, 262, 27794, 337, 274, 10570, 

2894, 438, 18840, 260, 2]. 

 

• Labels generated are: [-1, 1, 1, 1, 1, 

1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

0, 0, 0, 0, -1]. 

The provided review text contains a suggested opinionated 

sentence, with the phrase "be sure to pick up an umbrella" 

annotated as a key phrase representing the suggestion. To 

prepare the review text for analysis, it undergoes 

tokenization using the DeBERTa tokenizer, which utilizes 

the WordPiece tokenizer to split the text into individual 

tokens. Additionally, special tokens like [CLS] (start) and 

[SEP] (end) are added to indicate the input boundaries and 

are ignored during loss computation. The generated tokens 

are assigned unique IDs, which are then inputted into the 

model along with supplementary information such as 

"token_type_ids" and "attention_mask". To facilitate token 

classification, each token contributing to the key phrase is 

labeled with '1', while all other tokens in the input sequence 

are assigned '0'. Special tokens are labeled as '-1'. 

3.2. Model Architecture 

To reduce the carbon foot-print and make use of existing 

pre-trained models for the easy and quick experiments, we 

have chosen the state-of-the-art token classification models, 

which are pre-trained on a large corpus. We selected models 

such as BERT or DeBERTa of various sizes to experiment 

for the suggestion phrase extraction. In the pre-trained step, 

these models have learned rich representations of language 

and can be fine-tuned for downstream tasks[6], [7], [31] like 

suggestion key phrase extraction. 

 

 

Fig 2. DeBERTa model for Token classification 

BERT and DeBERTa are both transformer-based models 

used for natural language processing tasks. The attention 

mechanism is a crucial component in both models, allowing 

them to focus on relevant parts of the input sequence. BERT 

introduced bidirectional pretraining and consists of multiple 

transformer layers with a fixed attention mechanism. On the 

other hand, DeBERTa improves upon BERT by introducing 

disentangled attention, which separates attention weights 

into content and position attention, capturing both semantic 

content and relative positions of tokens. While both models 

have similar architectures with stacked transformer layers, 

DeBERTa's enhanced attention mechanism sets it apart 

from BERT. 

3.3. Experimental setup and Model Finetuning 

To experiment the Token classification approach for 

suggestion key phrase extraction from opinion reviews 

using pre-trained models, we have used Google Colab pro 

plus. Colab Pro-plus provides, 45GB of RAM and 160 GB 

of disc space, which is sufficient for model fine-tuning. For 

creating and fine-tuning model, we used Huggingface 

transformers framework and specific classes of BERT and 

DeBERTa along with their tokenizers.  
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We utilized the Huggingface Transformers library to load 

the pre-trained weights of the chosen BERT (BERT-BASE 

and BERT-LARGE) and DeBERTa (DeBERTa-v3-small, 

DeBERTa-v3-base, and DeBERTa-v3-large) models, 

initializing the model's parameters for fine-tuning. Our 

training process involved the tokenized opinion reviews and 

their corresponding suggestion annotations from the 

dataset's training split. During training, the model learned to 

classify each token as either a suggestion or non-suggestion. 

To update the model's parameters, we conducted 

experiments with different optimization algorithms, 

including Adam and stochastic gradient descent (SGD). 

Additionally, we employed a learning rate scheduler to 

dynamically adjust the learning rate during the training 

process. For the loss function, we utilized binary cross-

entropy loss, which measured the disparity between the 

predicted and actual suggestion labels. To mitigate 

overfitting and enhance generalization, we applied 

regularization techniques such as dropout and weight decay. 

During the hyperparameter tuning phase, we extensively 

explored a range of values for various parameters. In terms 

of optimization algorithms, we considered both Adam and 

SGD to find the most effective approach. We evaluated 

learning rate values of 1e-5, 2e-5, 3e-5, and 5e-5 to identify 

the optimal rate for convergence. Furthermore, we 

experimented with batch sizes of 16, 32, and 64 to determine 

the batch configuration that balanced efficiency and 

resource utilization. The number of epochs was varied 

between 5, 10, and 20 to capture the ideal trade-off between 

model convergence and computational resources. Dropout 

rates of 0.1 and 0.2 were tested to assess their impact on 

model performance. Additionally, we employed both linear 

and cosine learning rate schedulers to explore different 

approaches for adjusting the learning rate over the course of 

training. 

After careful evaluation, comparison of model sizes in 

combination of hyperparameter values that yielded the best 

performance consisted of DeBERTa-v3-base using the 

Adam optimization algorithm with a learning rate of 3e-5. 

We chose a batch size of 32 and a dropout rate of 0.2. The 

model was trained for 10 epochs, as beyond this point, there 

were no significant improvements in the metrics and loss 

values. At this stage, the model had converged, 

demonstrating stable performance. DeBERTa-v3-large 

model is overfitted as the less amount of data, if have more 

annotated data, large model can be fine-tuned for the same 

task. 

3.4. Model Evaluation and Testing 

To assess the performance of the model, tune 

hyperparameters and select the best performing model at the 

end of training validation split of the dataset has been 

utilized. During the training steps, at every epoch we 

calculated evaluation metrics such as accuracy, precision, 

recall, and F1 score to measure the model's performance in 

correctly identifying suggestion-related tokens. 

To check the model's performance and to improve, we 

conducted a thorough analysis of the model's predictions, 

including the identification of false positives and false 

negatives. Analyze cases where the model incorrectly labels 

tokens as suggestions or fails to identify actual suggestion 

key phrases. We also conducted experiment to visualize and 

understand the top loss validation examples, though which 

we examined for which kind of example model is struggling 

to make right prediction. 

The generalization ability of the model has been evaluated 

by checking its performance on an independent testing set. 

Obtain unbiased performance metrics, such as accuracy and 

F1 score, to measure the model's effectiveness. Applied the 

trained model to unseen data samples to extract the key 

phrases from suggestion intended opinion reviews. 

3.5. Evaluation Metrics 

We employed the following metrics to evaluate the model’s 

performance. 

o Accuracy: Accuracy measures the overall correctness of 

the model's predictions by calculating the ratio of correctly 

classified tokens to the total number of tokens in the dataset. 

However, accuracy might not be the best metric when 

dealing with imbalanced datasets. 

o Precision: Precision measures the proportion of correctly 

classified positive tokens (suggestion key phrases) out of all 

tokens predicted as positive. It indicates the model's ability 

to avoid false positives and is calculated as the ratio of true 

positives to the sum of true positives and false positives. 

o Recall: Recall, also known as sensitivity or true positive 

rate, measures the proportion of correctly classified positive 

tokens out of all actual positive tokens. It indicates the 

model's ability to capture all positive instances and is 

calculated as the ratio of true positives to the sum of true 

positives and false negatives. 

o F1-score: F1-score is the harmonic mean of precision and 

recall. It provides a balanced measure of a model's 

performance by considering both precision and recall. F1-

score is commonly used when there is an imbalance between 

positive and negative classes in the dataset. 

4. Result analysis and Discussion 

4.1. Discussion on Results 

The models effectively captured explicit suggestion key 

phrases, even in cases where suggestions were expressed 

indirectly or subtly. Among the models evaluated, 

DeBERTa Base emerges as the top-performing model for 

suggestion key phrase extraction, exhibiting the highest 

accuracy, precision, and F1 score. With an accuracy of 

0.927 and precision and recall values of 0.93 and 0.925 

respectively, DeBERTa Base demonstrates its superior 

capability in accurately identifying and extracting 

suggestion-related tokens. 
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BERT Large also showcases strong performance, with an 

accuracy of 0.917 and a balanced precision and recall score 

of 0.92 and 0.915 respectively. These results indicate its 

effectiveness in capturing suggestion key phrases. While 

BERT Base and DeBERTa Large both achieve an accuracy 

of 0.905 and 0.915 respectively, their precision and recall 

scores show a slight variance. BERT Base achieves a 

precision of 0.90 and recall of 0.91, resulting in an F1 score 

of 0.904. DeBERTa Large maintains consistent precision, 

recall, and F1 score values of 0.915. 

On the other hand, DeBERTa Small demonstrates consistent 

performance with an accuracy of 0.90 and precision, recall, 

and F1 score values of 0.90. Although falling slightly behind 

the other models, it still presents competitive results. The 

variations in performance among these models can be 

attributed to differences in architecture, training 

methodologies, and optimization techniques. DeBERTa 

Base, with its enhanced architecture and comprehensive 

pre-training, stands out as the most effective model in 

accurately identifying and extracting suggestion key 

phrases. 

 

Table 2. Performance comparison of various models 

Model Name Accuracy Precision Recall F1 Score 

BERT Base 0.905 0.90 0.91 0.904 

BERT Large 0.917 0.92 0.915 0.915 

DeBERTa 

Small 

0.90 0.90 0.90 0.90 

DeBERTa 

Base 

0.927 0.93 0.925 0.924 

DeBERTa 

Large 

0.915 0.915 0.915 0.915 

 

The qualitative analysis confirms that both models can 

successfully capture explicit suggestion key phrases, even 

in cases with subtle or indirect expressions. 

4.2. Qualitative Analysis 

Here we present some qualitative analysis by capturing two 

examples from travel reviews dataset.  

 

Example 1: Opinion Review - "The hotel 

staff was friendly and helpful, but I 

suggest improving the Wi-Fi 

connectivity." 

 

o BERT-large Extracted Suggestion Key 

Phrases: "improving the Wi-Fi 

connectivity" 

o DeBERTa-v3-base Extracted Suggestion 

Key Phrases: "improving the Wi-Fi 

connectivity" 

Both models correctly identified the 

suggestion key phrase related to Wi-Fi 

connectivity improvement. 

 

Example 2: Opinion Review - "The 

restaurant offers great food, but they 

should expand their menu options." 

 

o BERT-large Extracted Suggestion Key 

Phrases: "expand their menu options" 

o DeBERTa-v3-base Extracted Suggestion 

Key Phrases: "expand their menu 

options" 

Both models accurately captured the suggestion for menu 

expansion. 

5. Conclusions and Future Work 

In conclusion, our experimental results showcase the 

effectiveness of the Token Classification approach, 

specifically utilizing BERT and DeBERTa, for extracting 

suggestion key phrases from opinion reviews. We found that 

DeBERTa outperformed BERT, exhibiting higher accuracy, 

precision, recall, and F1 score in suggestion key phrase 

extraction. These findings underline the significance of 

accurate suggestion key phrase extraction in various 

applications, including sentiment analysis, opinion mining, 

and customer feedback analysis. 

The Token Classification approach proved its efficacy in 

accurately identifying and extracting suggestion-related 

tokens by performing token-level classification. Both BERT 

and DeBERTa demonstrated strengths in extracting 

suggestion key phrases, showcasing their robustness in 

handling diverse linguistic variations, such as synonyms, 

abbreviations, and grammatical structures. These models 

effectively captured implicit suggestions subtly expressed 

within the opinion reviews. However, we observed some 

limitations, including difficulties in handling ambiguous 

phrases or rare suggestion patterns. Further research is 
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0.935
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Fig 3. Performance comparison 
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needed to address these limitations and explore novel 

techniques that can enhance the performance of suggestion 

key phrase extraction models. 

By leveraging the capabilities of BERT and DeBERTa for 

suggestion key phrase extraction, we have made significant 

strides in improving the accuracy and effectiveness of 

sentiment analysis and opinion mining tasks. The ability to 

extract precise suggestion key phrases provides valuable 

insights for businesses in understanding customer 

preferences and enhancing their products or services 

accordingly. Overall, our findings highlight the potential 

impact of accurate suggestion key phrase extraction and 

emphasize the importance of continued research and 

development in this area to overcome existing limitations 

and further advance the field. 

Despite the promising results, there are some limitations to 

consider. The models may struggle with suggestions 

expressed implicitly or require more robust handling of 

negation. Future work could explore incorporating domain-

specific knowledge or incorporating multi-modal 

approaches to improve suggestion key phrase extraction. 

Investigating ensemble methods or transfer learning from 

related tasks could also enhance the performance of the 

models. 
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