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Abstract: The Fuzzy C-Means (FCM) technique has gained significant attention in the field of data analysis and clustering due to its 

ability to handle complex and ambiguous data sets. In this paper, FCM technique is applied to banking data using Python and R 

programming languages. The objective of this study is to explore the potential of FCM in clustering of the banking data and to evaluate 

its performance in comparison to K-Means clustering algorithm. The paper begins by providing an overview of the FCM algorithm and 

its underlying principle. Thereafter, the process of preprocessing and preparing the banking data for analysis is done, further FCM 

algorithm in both python and R have implemented after utilizing the respective libraries and packages. The computed results are 

compared with widely used clustering algorithms, such as K-Means and Hierarchical clustering. 
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1. Introduction 
 

In the past few years, the banking sector has experienced 

a remarkable surge in the volume and intricacy of 

available data. The ability to extract meaningful insights 

from vast amount of data has become crucial for banks 

and financial institutions to enhance the decision-making 

process, under customer behaviour and manage risks 

effectively. Clustering techniques provide a powerful 

means to analyse and extract patterns from such data, 

enabling banks to gain valuable insights into customer 

segmentation, fraud detection and personalized 

marketing strategies. Among the various clustering 

techniques, the FCM algorithm has emerged as a 

prominent method due to its ability to handle ambiguity 

and uncertainty inherent in banking data. The utilization 

of fuzzy logic principal in FCM allows for the 

assignment of membership values to data points, 

indicating the degree to which each point belongs to 

specific cluster centres. This approach offers greater 

flexibility in representing the data structure and 

facilitates a more comprehensive understanding of the 

connections between customers, transaction and risks. 

The objective of the present paper is to investigate the 

application of FCM technique for clustering the banking 

data, leveraging the capabilities of Python and R 

programming languages. Python and R are widely used 

in data analysis and have extensive libraries and 

packages that facilitate the implementation of FCM and 

other clustering algorithms. The objective is to offer 

researchers and practitioners a comprehensive 

understanding of FCM in the banking domain by 

leveraging the capability of both programming 

languages. 

This study focuses on three key aspects i.e.  Pre-

processing and preparation of banking data, 

implementation of FCM algorithm in Python, R, and 

comparative analysis with traditional clustering 

algorithm such as K-Means and hierarchical clustering. 

The pre-processing phase involves data cleaning, 

transformation and feature engineering to ensure the data 

is suitable for clustering analysis thereafter employed the 

FCM algorithm, adjusting the degree of fuzziness 

parameter, to obtain fuzzy partitions and evaluated the 

clustering results. The comparison with other clustering 

techniques aims to assess the performance of FCM in 

terms of cluster quality, interpretability and 

computational efficiency. It is observed that FCM will 

demonstrate advantages in capturing the inherent 

fuzziness and complexity of banking data, leading to 

more accurate and informative clusters compared to 

traditional approaches. 

The results of the present work will make a valuable 

contribution to the existing knowledge base regarding 

data analysis in the banking sector, specially focusing on 

the application of FCM for customer segmentation, fraud 

detection and risk management. Furthermore, by 

providing implementation examples in both Python and 

R, the main aim is to enable the potential of FCM 

technique to own banking datasets. The comparative 

analysis with traditional clustering algorithms will 

provide a comprehensive evaluation of FCM’ 

effectiveness and highlights its advantages in handling 

the complex and uncertain nature of banking data. 
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2. Related Work 

From the literature, it is observed that limited research 

papers are available for applications of the fuzzy 

concepts for the large database, however some of the 

important papers are described here. Kaymak et al. [1] 

proposed extension of the objective function for dealing 

the issue of the fuzzy based clustering. The extensions 

are like the prototype, which are extended to hyper 

volumes and cluster measuring by assessing the 

similarity among clusters during optimization. 

Tsekouras[2] also proposed a model for fuzzy clustering 

based algorithm, which incorporates unsupervised 

learning with an iterative process in the framework and 

based on the use of the weighted fuzzy C-Means. The 

algorithm is successfully applied to three test cases, 

where the produced fuzzy c-means prove to be very 

accurate as well as compact in size.  Yuet al. [3] have 

investigated an evolutionary fuzzy neural network using 

fuzzy logic Neural Network (NNs) and Genetic 

algorithm (GAs) for financial prediction with hybrid data 

input sets from different domain and the simulated 

results indicate that hybrid iterative evolutionary learning 

is better than the previous training algorithm. Popovicet 

al. [4]demonstrated a model based on fuzzy methods for 

Churn prediction in retail banking, four different 

prediction models called as prediction engines which 

were developed and the prediction engine using these 

sums performed best in churn prediction applied in both 

balanced and non-balanced test cases. Authors [5] have 

analysed financial markets based on fuzzy C-Means and 

pointed out further quantify key factor of securities 

business wave using FCM.  Martin et al. [6] proposed 

hybrid model for bankruptcy using FCM, clustering, 

Multivariate Adaptive Regression Splines (MARS) and 

GA. The performance of existing model can be improved 

by selecting the best feature dynamically which depends 

on the nature of firms.Aguiar[7] focussed on two 

techniques based on fuzzy sets, a clustering algorithm 

and the fuzzy transform shown incorporate intrinsically 

the heuristics and anchoring of the behavioural finance 

theory. Zhangand Havens [8] proposed Streaming Kernal 

Fuzzy C-Means (stKFCM) algorithm, which reduced 

both computational complexity and space complexity 

significantly and pointed out the solution of two 

problems of big data like volume and real time 

application. Hakki et al. [9] focused on classification of 

the deposits and participation banks of turkey regarding 

soundness for FCM clustering method which relies on 

fuzzy logic. Costea[10] applied a technique of fuzzy 

logic namely FCM clustering and artificial intelligence 

algorithm for evaluation combatively the financial 

performance of Non-banking Financial Institutions 

(NFIs) in Romania. Balamuruganand Mathiazhagan[11] 

studied the fraud detection of credit cards using fuzzy 

logic and K-means which are developed and found that 

FCM produced a better result comparing to the other data 

mining techniques.  Further, Behera and 

Panigrahi[12]proposed a FCM clustering algorithm 

which is applied to find out the normal usages pattern of 

credit cards user based on past activity. Once a 

transaction is found to be suspicious, neurone work, 

based learning mechanism is applied to detect whether it 

is false alarming or not .Fahad [13] focused on the work 

of an extensive empirical evaluation of the three 

significant aspects like Genetic  K-Means, bisecting K-

Means, FCM and Genetic C-Means in which Genetic K-

means performance is best. Amirkhani et al. [15] 

proposed a new Type 2 FCM where authors used density 

concept and improved accuracy comparatively with 

previous existing methods .Saeed and Hani[16] 

developed a system known as Intelligent Type-2 Fuzzy 

Logic System (FLSs) which can detect debit cards frauds 

using real world datasets extracted from financial 

institution in Sudan. Wuet al. [17] proposed a hybrid 

fuzzy clustering algorithm, which combines the Crow 

Search Algorithm (CSA), and a fireworks algorithm and 

the performance is evaluated using eight well-known 

UCI benchmarks. The experimental analysis concluded 

better than other techniques.  Jainet al. [18] developed a 

Credit Cards Fraud detection (CFD) system using FCM 

and comparison of performance of K-Means and C-

Means clustering methods and found FCM gives better 

results such as false alarm rate, balanced classification 

rate, fraud catching rate and Mathews correlation 

coefficients is used for skewed data .Kaminskyi et al. 

[19] focused on extended review machine learning 

application in customer banking in which different types 

of regressions, fuzzy clustering, neural network, and 

principal component are used.  This includes several 

applications for scoring models and fuzzy clustering 

application. All applications were realised on real data 

from the Ukrainian banking industry. 

3. Proposed Work 

To implement FCM in the banking sector for credit 

cards, the following steps are considered. 

1. Fuzzy_C_Means ( )  Randomly selects C cluster 

centers from the given data points; 

2. For each data point, the fuzzy membership (µij)to 

each cluster centre is computed based on the 

distance between the data point and the cluster 

centre, using the formula = 1/∑𝑐
1 1/(dij/dik) 2/mr  

….(1), where c is the no of cluter centre, 

dijrepresents the  Euclidean distance between ithdata 

to  jth  cluster, dikrepresents the Euclidean distance 

between ith and  jth cluster , m is  fuzziness index, r 

3. Fuzzy centers (νj) are calculated by taking the 

weighted average of the data points, considering 
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fuzzy memberships. The formula for computing vjis 
(Ʃn

i=1 (µij) mxi) / Ʃ (µij) m) ….. (2) 

4. Steps 2 and 3 are repeated iteratively until a 

termination criterion is achieved. The termination 

criterion is based on the minimum difference (||U 
(k+1)-Vk||< β) between the updated membership 

matrix and the cluster centre, where k represents the 

iteration steps and β is the termination threshold the 

termination criterion between [0, 1]. 

The algorithm aims to minimise the objective function 

(j), which quantifies the clustering quality. The objective 

function is calculated by summing the weighted squared 

Euclidean distance between the data points and 

corresponding cluster centres. The entire steps are 

represented through following flow diagram: 

 

Fig 1. Flow Diagram of Fuzzy C-Means Clustering. 

4. Results and Discussion 

The proposed algorithm is implemented over the sets of 

banking industry. The dataset is related to debit cards 

data from different banks, a data set was formed which is 

consisting of data points with attributes such as ID, Age, 

Card1, and Card2and Card3. The purpose of clustering 

was to group the data points using FCM with Python 

language.  The FCM results for Card1 vs Age, Card2 vs 

Age, and Card3vs Age are shown in figure 2(a), (b) and 

(c) , respectively. The FCM algorithm was applied with 

k=3 (indicating three clusters) and a fuzziness parameter 

of m=1.5. 

 

 

 

 

 

Table 1. Data Set of Debit Cards of Bank. 

 

   

 

Fig 2 (a).. Card1vs Age plot 

 

Fig 2 (b). Card2 vs Age 
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Fig 2(c). Card3 vs Age 

Further second iteration cluster centre is computed based 

on distance of data point to cluster centre and 

membership matrix is obtained and is shown in the figure 

3 as Representation of Membership Matrix. 

 

Fig  3. Representation of Membership Matrix 

On the basis of basis of above  membership matrix and 

cluster centre  we get the  final cluster centre vector is 

obtained and represented in the  figure 4. 

 

Fig 4.Representetion of Final Cluster Centre 

On the the basis of above  cluster centre, the initial 

random cluster of Card1 vs Age  is shown in  the figure 5 

and  final cluster  is obtained  and shown in the figure 6 

for Cards. All the Cards have been  clustered and shown 

finally in the figure 7.which is given in figure 9  and 

figure 10. 

 

Fig 5. Representation of Initial Random Cluster 

 

Fig 6. Representation of Final Cluster of Card1 

 

Fig 7. Representation of Final Clusters of All Cards 

On the other hand, FCM is a soft clustering algorithm 

that assigns a membership degree to each data point for 

each cluster, indicating the degree of belongingness to 

each cluster. This allows data points to belong to 

multiple clusters simultaneously. FCM considers the 

fuzziness or uncertainty in the data and provides a more 

flexible, and nuanced clustering result. 

From the results, it is observed that K-Means produces 

crisp, distinct clusters where each data point is assigned 

exclusively to one cluster. FCM, on the other hand, 

provides a more probabilistic view of cluster 

membership, allowing for overlapping or fuzzy 

boundaries between clusters. This can be advantageous 

when dealing with data that may exhibit inherent 

ambiguity or when data points belong to multiple 

clusters simultaneously. 

The choice between K-Means and FCM depends on the 

specific characteristics of the dataset and the desired 
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interpretation of the clustering results. K-Means is often 

preferred when clear, non- overlapping clusters are 

expected, while FCM is suitable when there is a need to 

capture the degree of membership or uncertainty in 

cluster assignments. 

A comparison between K-Means and FCM is represented 

in the figure 8  

 

Fig 8.A Comparison between K-Means and Fuzzy C-

Means Clustering 

 

Fig 9. Data Frame of Credit Card Data 

Fuzzy C-Means (FCM) differs from K-Means as a soft 

clustering algorithm, allowing data points to have 

varying degrees of membership in multiple clusters. 

FCM is calculating the membership degree for each data 

point, resulting in a probability distribution over clusters. 

This flexibility enables FCM to capture overlapping 

clusters and outliers more effectively. 

To compare the performance of K-Means and FCM on a 

specific dataset, metrics such as silhouette score or the 

Dunn index can be used to evaluate the clustering quality 

in terms of cluster compactness and separation. In the 

Python, the silhouette score for K-Means and FCM are 

obtained as 0.220910 and 0.2169, respectively. A 

comparison between K-Means and FCM, including 

scatter plots, is shown in figure 8. 

Using R language, the dataset of credit card data is 

represented as a data frame, which include the 

information such as the ID, Age, Card1, Card2 and 

Card3. The data frame structure head and the complete 

data frame itself are shown in the figure 9 with pairing of 

cards illustrated in the figure 10. 

 

Fig 10. Pairing of Data of Credit Cards 

On the basis of above as shown  in the figure 9 and 

figure 10 a graph of attibutes of the data set  is plotted  

and the in  the figure 11 with pairing of cards  as  Graph 

of Cards and in figure 15 shown as Graph of  pairing of 

Cards. 

Based on the visual representations in Fig. 9 and Fig. 10, 

we plot a graph showing the characteristics of the 

dataset. The graph is shown in Fig. 11. In Fig. 15, we 

show another graph with the pairing of cards highlighted 

for clarity. 

 

(a) Scattered Attributes 

 

(b)  Pairing of Cards 

Fig 11.  Scattered Attribtes of Cards and Pairing. 
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To perform fuzzy C-Means clustering, we have chosen 

the value of K as 3 and the fuzziness parameter m as 2. 

Using these parameters, the clustering result is depicted 

in figure 12. The data points are grouprd into three 

clusters like cluster1, cluster 2, and cluster3. 

The summary of the Fuzzy C-Means clustering is 

obtaind from the “res.fcm” object which  includes 

various information such as the crisp cluster vector, 

inttial cluster prototype, the distance between the intitial 

and final cluster prototypes. These details provide 

insights into the  clustering process and the evolution of 

the cluster prototype. 

 

Fig 12. Representation of Fuzzy C-Means Clustering 

However, Root Mean Squared Deviation (RMSD) value 

is also computed as 12.38438 and Mean Absolute 

Deviation (MAD) value is 73.54047alongwith 

membership degree matrix of all data points of data set, 

Descriptive statistics for the membership degree by 

clusters, Dunns fuzziness coefficient is shown in figure 

13 with Dunn’s fuzziness performance value 

 

Fig 13. Dunns Fuzziness Performance Value 

In the process of Fuzzy C-means clustering, there are 

number of iterations which are taking for clustering of 

scaled data and shown in figure 14 as iteration table 

along with error of each iteration. 

 

Fig 14. Fuzzy C-Means Iteration. 

For the comparison of K-Means and Fuzzy C-Means by 

the implementation in R language by considering Age vs 

ID is shown in  the figure 15 as comparison between K-

Means and Fuzzy C-Means (Age vs  ID)  whereas by 

considering  Card1 vs Age is shown in figure 16  as 

comparison between K-means and Fuzzy C-means 

(Card1 vs Age)  
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Fig 15. Comparison between K-Means and Fuzzy C-

Means (Age vs ID) 

 

Fig 16. Comparison between K-Means and Fuzzy C-

Means (Card1 vs Age) 

Table 2 presents the results of applying different 

clustering techniques, namely K-Means and Fuzzy C-

Means, on the bdcard.csv dataset using both R and 

Python languages. The table includes the fuzziness 

membership parameter (m), Means silhouette scores and 

Fuzzy C-Means silhouette scores for each combination 

of parameters. 

The results show that when initializing C=2 and 

fuzziness parameter (m)=1.5 using R language, the K-

Means silhouette  scores is 0.2669444 and the Fuzzy C-

Means silhouette score is 0.256082. This suggests that 

Fuzzy C-Means optimized for both K=3 and K=4. The 

table also provides similar information for additional 

combination of parameters, such as increasing the 

number of the clusters and Fuzzy C-Means silhouette 

scores for each combinations of parameters, such as 

increasing the number of clusters (C) to 3, 4, 5 and 6n 

along with the corresponding K-Means and Fuzzy C-

Means silhouette scores. 

Similarly, using the Python programming language, the 

data is analysed using Principal Component Analysis 

(PCA) and the results are presented for different numbers 

of clusters (C) ranging from 2 to 6. This allows for a 

comparison of the performance of K-Means and Fuzzy 

C-Means with varying clusters sizes. 

Overall, the table provides a comprehensive overview of 

the clustering results, allowing for the evaluation and 

comparison of different clustering techniques and 

parameter combinations. 

Table 2. Silhouette Score for K-Means and Fuzzy C-

Means Clustering 
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60 
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9 5 .509 .495 

1

0 

6 .511 .510 

   

It is concluded that Fuzzy C-Means optimization is 

achieved at K=4, Silhouette at K=4 , Silhouette Score 

Measure,  the quality of cluster , with values closer to 1 

indicating well –separated clusters and values closer to -

1 indicating poorly  separated clusters. 

In summary, the data demonstrated the performance of 

K-Means and Fuzzy C-Means cluster technique on the 

bdcard.csv data satisfying diff parameters and language 

and it evaluates the cluster quality   through Silhouette 

Scores and identifies the optimal number of cluster for 

each technique. 
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5. Conclusions 

This paper highlights the effectiveness of Fuzzy C-

Means (FCM) technique in clustering of the banking data 

and proves to be a valuable tool for analysing large and 

complex datasets, offering advantages over traditional 

clustering algorithms. By employing FCM, bank and 

financial institutions can gain insights into customer 

segmentation, risk assessment and decision making 

processes. The implementation of FCM in both Python 

and R programming language provides researchers and 

practitioners with flexibility to apply the technique using 

preferred platform. Overall, this study contributes to the 

growing body of knowledge on data analysis in the 

banking sector and encourages further exploration of 

FCM in other domain as well. 
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