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Abstract: The Fuzzy C-Means (FCM) technique has gained significant attention in the field of data analysis and clustering due to its
ability to handle complex and ambiguous data sets. In this paper, FCM technique is applied to banking data using Python and R
programming languages. The objective of this study is to explore the potential of FCM in clustering of the banking data and to evaluate
its performance in comparison to K-Means clustering algorithm. The paper begins by providing an overview of the FCM algorithm and
its underlying principle. Thereafter, the process of preprocessing and preparing the banking data for analysis is done, further FCM
algorithm in both python and R have implemented after utilizing the respective libraries and packages. The computed results are
compared with widely used clustering algorithms, such as K-Means and Hierarchical clustering.
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1. Introduction

In the past few years, the banking sector has experienced
a remarkable surge in the volume and intricacy of
available data. The ability to extract meaningful insights
from vast amount of data has become crucial for banks
and financial institutions to enhance the decision-making
process, under customer behaviour and manage risks
effectively. Clustering techniques provide a powerful
means to analyse and extract patterns from such data,
enabling banks to gain valuable insights into customer
segmentation, fraud detection and personalized
marketing strategies. Among the various clustering
techniques, the FCM algorithm has emerged as a
prominent method due to its ability to handle ambiguity
and uncertainty inherent in banking data. The utilization
of fuzzy logic principal in FCM allows for the
assignment of membership values to data points,
indicating the degree to which each point belongs to
specific cluster centres. This approach offers greater
flexibility in representing the data structure and
facilitates a more comprehensive understanding of the
connections between customers, transaction and risks.

The objective of the present paper is to investigate the
application of FCM technique for clustering the banking
data, leveraging the capabilities of Python and R
programming languages. Python and R are widely used
in data analysis and have extensive libraries and
packages that facilitate the implementation of FCM and
other clustering algorithms. The objective is to offer
researchers and practitioners a comprehensive
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understanding of FCM in the banking domain by
leveraging the capability of both programming
languages.

This study focuses on three key aspects i.e. Pre-
processing and preparation of banking data,
implementation of FCM algorithm in Python, R, and
comparative  analysis  with traditional clustering
algorithm such as K-Means and hierarchical clustering.
The pre-processing phase involves data cleaning,
transformation and feature engineering to ensure the data
is suitable for clustering analysis thereafter employed the
FCM algorithm, adjusting the degree of fuzziness
parameter, to obtain fuzzy partitions and evaluated the
clustering results. The comparison with other clustering
techniques aims to assess the performance of FCM in
terms of cluster quality, interpretability and
computational efficiency. It is observed that FCM will
demonstrate advantages in capturing the inherent
fuzziness and complexity of banking data, leading to
more accurate and informative clusters compared to
traditional approaches.

The results of the present work will make a valuable
contribution to the existing knowledge base regarding
data analysis in the banking sector, specially focusing on
the application of FCM for customer segmentation, fraud
detection and risk management. Furthermore, by
providing implementation examples in both Python and
R, the main aim is to enable the potential of FCM
technique to own banking datasets. The comparative
analysis with traditional clustering algorithms will
provide a comprehensive evaluation of FCM’
effectiveness and highlights its advantages in handling
the complex and uncertain nature of banking data.
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2. Related Work

From the literature, it is observed that limited research
papers are available for applications of the fuzzy
concepts for the large database, however some of the
important papers are described here. Kaymak et al. [1]
proposed extension of the objective function for dealing
the issue of the fuzzy based clustering. The extensions
are like the prototype, which are extended to hyper
volumes and cluster measuring by assessing the
similarity among clusters during optimization.
Tsekouras[2] also proposed a model for fuzzy clustering
based algorithm, which incorporates unsupervised
learning with an iterative process in the framework and
based on the use of the weighted fuzzy C-Means. The
algorithm is successfully applied to three test cases,
where the produced fuzzy c-means prove to be very
accurate as well as compact in size. Yuet al. [3] have
investigated an evolutionary fuzzy neural network using
fuzzy logic Neural Network (NNs) and Genetic
algorithm (GAs) for financial prediction with hybrid data
input sets from different domain and the simulated
results indicate that hybrid iterative evolutionary learning
is better than the previous training algorithm. Popovicet
al. [4]demonstrated a model based on fuzzy methods for
Churn prediction in retail banking, four different
prediction models called as prediction engines which
were developed and the prediction engine using these
sums performed best in churn prediction applied in both
balanced and non-balanced test cases. Authors [5] have
analysed financial markets based on fuzzy C-Means and
pointed out further quantify key factor of securities
business wave using FCM. Martin et al. [6] proposed
hybrid model for bankruptcy using FCM, clustering,
Multivariate Adaptive Regression Splines (MARS) and
GA. The performance of existing model can be improved
by selecting the best feature dynamically which depends
on the nature of firms.Aguiar[7] focussed on two
techniques based on fuzzy sets, a clustering algorithm
and the fuzzy transform shown incorporate intrinsically
the heuristics and anchoring of the behavioural finance
theory. Zhangand Havens [8] proposed Streaming Kernal
Fuzzy C-Means (stKFCM) algorithm, which reduced
both computational complexity and space complexity
significantly and pointed out the solution of two
problems of big data like volume and real time
application. Hakki et al. [9] focused on classification of
the deposits and participation banks of turkey regarding
soundness for FCM clustering method which relies on
fuzzy logic. Costea[10] applied a technique of fuzzy
logic namely FCM clustering and artificial intelligence
algorithm for evaluation combatively the financial
performance of Non-banking Financial Institutions
(NFIs) in Romania. Balamuruganand Mathiazhagan[11]
studied the fraud detection of credit cards using fuzzy

logic and K-means which are developed and found that
FCM produced a better result comparing to the other data
mining  techniques. Further,  Behera  and
Panigrahi[12]proposed a FCM clustering algorithm
which is applied to find out the normal usages pattern of
credit cards user based on past activity. Once a
transaction is found to be suspicious, neurone work,
based learning mechanism is applied to detect whether it
is false alarming or not .Fahad [13] focused on the work
of an extensive empirical evaluation of the three
significant aspects like Genetic K-Means, bisecting K-
Means, FCM and Genetic C-Means in which Genetic K-
means performance is best. Amirkhani et al. [15]
proposed a new Type 2 FCM where authors used density
concept and improved accuracy comparatively with
previous existing methods .Saeed and Hani[16]
developed a system known as Intelligent Type-2 Fuzzy
Logic System (FLSs) which can detect debit cards frauds
using real world datasets extracted from financial
institution in Sudan. Wuet al. [17] proposed a hybrid
fuzzy clustering algorithm, which combines the Crow
Search Algorithm (CSA), and a fireworks algorithm and
the performance is evaluated using eight well-known
UCI benchmarks. The experimental analysis concluded
better than other techniques. Jainet al. [18] developed a
Credit Cards Fraud detection (CFD) system using FCM
and comparison of performance of K-Means and C-
Means clustering methods and found FCM gives better
results such as false alarm rate, balanced classification
rate, fraud catching rate and Mathews correlation
coefficients is used for skewed data .Kaminskyi et al.
[19] focused on extended review machine learning
application in customer banking in which different types
of regressions, fuzzy clustering, neural network, and
principal component are used. This includes several
applications for scoring models and fuzzy clustering
application. All applications were realised on real data
from the Ukrainian banking industry.

3. Proposed Work

To implement FCM in the banking sector for credit
cards, the following steps are considered.

1. Fuzzy_C_Means () Randomly selects C cluster
centers from the given data points;

2. For each data point, the fuzzy membership (u;j)to
each cluster centre is computed based on the
distance between the data point and the cluster
centre, using the formula = 1/Y5  1/(dij/di) 2™
....(1), where c¢ is the no of cluter centre,
dijrepresents the Euclidean distance between i'data
to j" cluster, dikrepresents the Euclidean distance
between ith and jth cluster , m is fuzziness index, r

3. Fuzzy centers (vj) are calculated by taking the
weighted average of the data points, considering
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fuzzy memberships. The formula for computing vjis
Szt (M mXiy / Z (W) ™) .. (2)

4. Steps 2 and 3 are repeated iteratively until a
termination criterion is achieved. The termination
criterion is based on the minimum difference (J|U
(VK< B) between the updated membership
matrix and the cluster centre, where k represents the
iteration steps and P is the termination threshold the
termination criterion between [0, 1].

The algorithm aims to minimise the objective function
(i), which quantifies the clustering quality. The objective
function is calculated by summing the weighted squared
Euclidean distance between the data points and
corresponding cluster centres. The entire steps are
represented through following flow diagram:

( Start “)
/ Define number of Clusters C WIl'h\
\ its centre )

v

Calcute the Fuzzy Membership Mij using
equation ( 1)

v

Compute the Fuzzy Centre Vjusing
equation (2)
NO T
/ j
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~ B
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Fig 1. Flow Diagram of Fuzzy C-Means Clustering.

4. Results and Discussion

The proposed algorithm is implemented over the sets of
banking industry. The dataset is related to debit cards
data from different banks, a data set was formed which is
consisting of data points with attributes such as 1D, Age,
Cardl, and Card2and Card3. The purpose of clustering
was to group the data points using FCM with Python
language. The FCM results for Cardl vs Age, Card2 vs
Age, and Card3vs Age are shown in figure 2(a), (b) and
(c) , respectively. The FCM algorithm was applied with
k=3 (indicating three clusters) and a fuzziness parameter
of m=1.5.

Table 1. Data Set of Debit Cards of Bank.

I Age Card1 Card2 Card3

o 101 52 73 &4 66

1 102 32 61 7O 80

2 103 44 4z T4 91

3 104 38 &7 T3 80

4 1035 35 an (=151 84

5 108 23 59 71 85

6 107 25 65 59 67

T 108 43 24 =3=] 91

& 109 36 65 (=1=]

2 110 27 84 =t=] 54
10 111 45 7T 73 81
11 112 42 42 7O 30
12 113 30 8z =l5] 85
13 114 47 a2z 70 TG
14 115 53 54 (=1=] 9
15 116 55 &6 7O 57
16 117 S0 o T2
17 11s 435 &1 &1 85
18 119 26 76 G2 Ts
19 120 33 T3 (=1=] (=25
20 121 29 =) =] 65
21 122 41 ar 57 100
22 123 S4 101 &0 TE
23 124 29 65 = 71
24 125 40 TS 62 T8

Cardl Plot

Cardl

2ge

Fig 2 (a).. Cardlvs Age plot

Card2 Plot

Card2

£ = = = = =
age

Fig 2 (b). Card2 vs Age
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Card3 Plot

Card3
W

Fig 2(c). Card3 vs Age

Further second iteration cluster centre is computed based
on distance of data point to cluster centre and
membership matrix is obtained and is shown in the figure
3 as Representation of Membership Matrix.

Cluster Centers:
[[ @.82682153 1.52147162 -8.81757248 8.21916321]
[-1.27341083 -2.532062562 @.85652121 -8.31979548]

[-8.28836822 -&.21941479 -©.61215247 e.47782242]]

Membership Matrix:
[[8.737285052-81
[1.59824772e-83
[5.28332851e-B2
[Z2.24585@14=2-02
[Z.57200820e-84
[2.5ea@54598e-83
[©.53723194=2-82
[@9.95558464-01
[2.49919481e-83
[6.45a47218e-01
[8.57717385e-01
[2.14377872e-82
[1.51887a@35e-02
[©.95561997e-01
[@.45781568e-81
[4.12523554e-01
[5.2Z2886915-01
[1.15973356e-81
[6.43134128e-83
[2.41481587-01
[1.3842278B8e-82
[2.69@21a828e-01
[8.226285642-01
[3.17172488e-82
[8.3950901328e-81

.@27359217e-a1
.955662182-81
.B823850283e-81
.42164427Fe-al
.2o822722e-24
. 5662656452 -31
-31492933e-a1
Icoas8544e-a3
. 9552062 1e-31
-.Ble695952-a1
.962368344e-a2
.58@128625e-21
-.32615145e-32
.71856513e-a3
. 7628818672 -232
85624885 -a1
.B25470a@5e-al1
5oG72282e-21
-15542258e-32
.B82204564152-a1
.557268252-22
.5668145282-32
.195534552-a2
-.6729%1a4e-al
.32422464e-21

.35305888e-02]
.234834262-03]
.55819986e-02]
.5377@717e-82]
. 00402717 -01]
.35338082e-02]
.31347474e-02]
.B4545833e-03]
.22Ee2e83288e-03]
.72983194e-01]
. 26505888 -02]
.2543587%e-02]
. 7@849682e-01]
.71943756e-83]
.65323321e-02]
.27816408e-02]
. 36468793e-02]
.4B533622e-02]
.81914263e-01]
.75572877e-01]
. 79508878e-01]
.42275183e-02]
. 518689086 -02]
.81183856e-01]
.606739862-82] ]

FUERRPOVREFOIWNRRERREDNRLOROONDND0DE
MEMRORPONODEWNDMNBUEKMNWLKNOW® KN

Fig 3. Representation of Membership Matrix

On the basis of basis of above membership matrix and
cluster centre we get the final cluster centre vector is
obtained and represented in the figure 4.

[[39.45454545454545, 76,63636363636364, 72.81818181818181],
[48.285714285714285, 78.28571428571429, 68.57142857142857],
[39.42857142857143, 68.71428571428571, 68.85714285714286]]

Fig 4.Representetion of Final Cluster Centre

On the the basis of above cluster centre, the initial
random cluster of Card1 vs Age is shown in the figure 5
and final cluster is obtained and shown in the figure 6
for Cards. All the Cards have been clustered and shown
finally in the figure 7.which is given in figure 9 and
figure 10.

Initial Random Clusters{Card1)

= - = =
2ge

Fig 5. Representation of Initial Random Cluster

Final Clusters(Card1)

Cardl

Age

Fig 6. Representation of Final Cluster of Cardl

Final Clusters(cards}

Cardl

Fig 7. Representation of Final Clusters of All Cards

On the other hand, FCM is a soft clustering algorithm
that assigns a membership degree to each data point for
each cluster, indicating the degree of belongingness to
each cluster. This allows data points to belong to
multiple clusters simultaneously. FCM considers the
fuzziness or uncertainty in the data and provides a more
flexible, and nuanced clustering result.

From the results, it is observed that K-Means produces
crisp, distinct clusters where each data point is assigned
exclusively to one cluster. FCM, on the other hand,
provides a more probabilistic view of cluster
membership, allowing for overlapping or fuzzy
boundaries between clusters. This can be advantageous
when dealing with data that may exhibit inherent
ambiguity or when data points belong to multiple
clusters simultaneously.

The choice between K-Means and FCM depends on the
specific characteristics of the dataset and the desired
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interpretation of the clustering results. K-Means is often
preferred when clear, non- overlapping clusters are
expected, while FCM is suitable when there is a need to
capture the degree of membership or uncertainty
cluster assignments.

A comparison between K-Means and FCM is represented
in the figure 8

K-Means Silhouette score: ©.3581806@57539971
Fuzzy C-Means Silhouette score: 9.435462337500073%

Fuzzy C-means Clustering K-means Clustering

- -
2 2
*
1 s - . 1 . x "
. -
o, . ._* o, R .,
. .
* - - * * x .
-1 - -1 -
. -
2 - 2 .
2 T 13 i ] 2 T T 3
k-reans Silhoustte score: ©.3551806857532271
Fuzzy C-Means Silhouette score: @.3715875112411108
Fuzzy C-means Clustering K-means Clustering
2 2
Rl
- -*
1 & - 1 o x *
.
o o
. ® e » - . .,
- - .
£ . R 3 - > L .
-1 i -
-
-
-2 . 2 .

Fig 8.A Comparison between K-Means and Fuzzy C-
Means Clustering
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Fig 9. Data Frame of Credit Card Data

Fuzzy C-Means (FCM) differs from K-Means as a soft
clustering algorithm, allowing data points to have
varying degrees of membership in multiple clusters.
FCM is calculating the membership degree for each data
point, resulting in a probability distribution over clusters.
This flexibility enables FCM to capture overlapping
clusters and outliers more effectively.

To compare the performance of K-Means and FCM on a
specific dataset, metrics such as silhouette score or the
Dunn index can be used to evaluate the clustering quality
in terms of cluster compactness and separation. In the
Python, the silhouette score for K-Means and FCM are
obtained as 0.220910 and 0.2169, respectively. A
comparison between K-Means and FCM, including
scatter plots, is shown in figure 8.

Using R language, the dataset of credit card data is
represented as a data frame, which include the
information such as the ID, Age, Cardl, Card2 and
Card3. The data frame structure head and the complete
data frame itself are shown in the figure 9 with pairing of
cards illustrated in the figure 10.
> pairs(df, col=df[,5])
= cor(df,1:4])

iD Age
ID 1.0000000 0.1260897
Age 0.1260897 1.0000000
Cardl 0.3865284 0.1949459
Card2 -0.0692231 -0.2694738 -0.06961954

> reauireinsveh)

Fig 10. Pairing of Data of Credit Cards

Cardl Card2
0.38652838 -0.06922310
0.19494594 -0,26947380
1.00000000 -0.06961954
1.00000000

On the basis of above as shown in the figure 9 and
figure 10 a graph of attibutes of the data set is plotted
and the in the figure 11 with pairing of cards as Graph
of Cards and in figure 15 shown as Graph of pairing of
Cards.

Based on the visual representations in Fig. 9 and Fig. 10,
we plot a graph showing the characteristics of the
dataset. The graph is shown in Fig. 11. In Fig. 15, we
show another graph with the pairing of cards highlighted
for clarity.

(a) Scattered Attributes

i = o ;
ok

009 |

2D
b 0
J 2}

Card3 ‘

(b) Pairing of Cards
Fig 11. Scattered Attribtes of Cards and Pairing.
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To perform fuzzy C-Means clustering, we have chosen
the value of K as 3 and the fuzziness parameter m as 2.
Using these parameters, the clustering result is depicted
in figure 12. The data points are grouprd into three
clusters like clusterl, cluster 2, and cluster3.

The summary of the Fuzzy C-Means clustering is
obtaind from the “res.fcm” object which includes
various information such as the crisp cluster vector,
inttial cluster prototype, the distance between the intitial
and final cluster prototypes. These details provide
insights into the clustering process and the evolution of
the cluster prototype.
> res.Tcm <- TCm(x, centers=s3)

> as.data.frame(res.fcm$u)[1:6,]
Cluster 1 Cluster 2 Cluster 3

1 0.42768575 0.38796049 0.1843538
2 0.09269929 0.06237011 0.8449306
3 0.20982626 0.16388438 0.6262894
4 0.26470231 0.10956690 0.6257308
5 0.34079074 0.38823788 0.2709714
6 0.14514834 0.09063896 0.7642127
> res.fcmSv

Age Cardl Card2 Card3
Cluster 1 36.31748 72.34114 70.92645 70.25922
Cluster 2 45.33041 82.70637 69.18430 79.37595
Cluster 3 36.94124 60.95890 70.74791 83.54046
> summary{(res.fcm)
Summary for 'res.fcm’

Number of data objects: 25
Number of clusters: 3

Crisp clustering vector:
i3 3 3023372 2027352 22:1.4..3 30,29 12

Initial cluster prototypes:

Age Cardl Card2 Card3
Cluster 1 36 65 68 72
Cluster 2 53 94 68 79
Cluster 3 42 43 70 80

Final cluster prototypes:
Age Cardl Card2 Card3
Cluster 1 36.31748 72.34114 70.92645 70.25922

Cluster 2 45.33041 82.70637 69.18430 79.37595
Cluster 3 36.94124 60.95890 70.74791 83.54046

Distance between the final cluster prototypes
Cluster 1 Cluster 2
Cluster 2 274.8207
Cluster 3 306.3678 563.1187
Difference between the initial and final cluster prototypes
Age Cardi Card2 Card3
Cluster 1 0.317479 7.34114 2.9264506 -1.7407833

Cluster 2 -7.669590 -11.29363 1.1842968 0.3759486
Cluster 3 -5.058765 12.95890 0.7479088 3.5404590

Fig 12. Representation of Fuzzy C-Means Clustering

However, Root Mean Squared Deviation (RMSD) value
is also computed as 12.38438 and Mean Absolute
Deviation (MAD) value is 73.54047alongwith
membership degree matrix of all data points of data set,
Descriptive statistics for the membership degree by
clusters, Dunns fuzziness coefficient is shown in figure
13 with Dunn’s fuzziness performance value

Root Mean Squared Deviations (RMSD): 12.38438
Mean Absolute Deviation (MAD): 73.54047

Membership degrees matrix (top and bottom 5 rows):
Cluster 1 Cluster 2 Cluster 3

1 0.42768575 0.38796049 0.1843538

2 0.09269929 0.06237011 0.8449306

3 0.20982626 0.16388438 0.6262894

4 0.26470231 0.10956690 0.6257308

5 0.34079074 0.38823788 0.2709714

Cluster 1 Cluster 2 Cluster 3
21 0.5644671 0.2813455 0.1541875
22 0.2329980 0.5015659 0.2654360
23 0.2399931 0.6106292 0.1493777
24 0.5555134 0.1288299 0.3156567
25 0.3781230 0.4287585 0.1931185

Descriptive statistics for the membership degrees by clusters

Size Min Q Mean  Median @ Max
Cluster 1 10 0.4276858 0.4695384 0.5477156 0.5190719 0.5622287 0.8549918
Cluster 2 9 0.3485612 0.4267585 0.5933905 0.6106292 0.7249141 0.9181437
Cluster 3 6 0.5687800 0.6258704 0.6860803 0.6564138 0.7447941 0.8449306

Dunn's Fuzziness Coefficients:
dunn_coeff normalized
0.4765397 0.2148095

Within cluster sun of squares by cluster:

1 2 3
2672.6000 2804.6667 946.8333
(between_SS / total S5 = 31.4%)

Available components:
[1] "u” v

msqrs” ok

pargs” "algorithm"
cm <~ fem(x, centers=3,
> resl.fem$func. val

[1] 3621.014 3621.014 3621.014 3621.014 3621.014
> resl.fcm$iter

[1] 99 96 92 85 95

> sunmary(resl. fen)

Summary for 'resl.fem'

x! "cluster” ‘csize”
"iter" "best.start” "func.val”  “comp.time"

Nunber of data objects:
Number of clusters: 3

Crisp clustering vector:
Bl 323323 32°%¥3212293 313332232

Fig 13. Dunns Fuzziness Performance Value

In the process of Fuzzy C-means clustering, there are
number of iterations which are taking for clustering of
scaled data and shown in figure 14 as iteration table
along with error of each iteration.

> # Fuzzy C-means clustering
» fc <- cmeans(scaled_data, centers = 3, m = 1.5, verbose = TRUE)

Iteration: 1, Error: 2.6847646325
Iteration: 2, Error: 2.5731216796
Iteration: 3, Error: 2.5032259199
Iteration: 4, Error: 2.4525658309
Iteration: S5, Error: 2.4312364998
Iteration: 6, Error: 2.4252983396
Iteration: 7, Error: 2.4234588799
Iteration: 8, Error: 2.4227374384
Iteration: 9, Error: 2.4224048362
Iteration: 10, Error: 2.4222341746
Iteration: 11, Error: 2.4221395909
Iteration: 12, Error: 2.4220841978
Iteration: 13, Error: 2.4220505161
Iteration: 14, Error: 2.4220295327
Iteration: 15, Error: 2.4220162603
Iteration: 16, Error: 2.4220077866
Iteration: 17, Error: 2.4220023457
Iteration: 18, Error: 2.4219988398
Iteration: 19, Error: 2.4219965757
Iteration: 20, Error: 2.4219951114
Iteration: 21, Error: 2.4219941636
Iteration: 22, Error: 2.4219935496
Iteration: 23, Error: 2.4219931517
Iteration: 24, Error: 2.4219928937
Iteration: 25, Error: 2.4219927265
Iteration: 26, Error: 2.4219926180
Iteration: 27, Error: 2.4219925476
Iteration: 28, Error: 2.4219925020

Iteration: 29 converged, Error: 2.4219924723

> # Print the cluster centers
» print(fcScenters)

0t Age Cardl Card2 Card3
1 0.3794379 0.7978562 0.5847767 -0.419885788 0.07424373
2 -0.8816051 -0.3381211 -0.8051518 -0.007137754 0.37804605
3 0.7040956 -0.7469525 0.1562531 0.747007595 -0.53110434
>

Fig 14. Fuzzy C-Means Iteration.

For the comparison of K-Means and Fuzzy C-Means by
the implementation in R language by considering Age vs
ID is shown in the figure 15 as comparison between K-
Means and Fuzzy C-Means (Age vs ID) whereas by
considering Cardl vs Age is shown in figure 16 as
comparison between K-means and Fuzzy C-means
(Cardl vs Age)
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K-means clustering

Age

Fuzzy C-means clustering

Age

Fig 15. Comparison between K-Means and Fuzzy C-
Means (Age vs ID)

K-Means Clustering Results Fuzzy C-Means Clustering Results

cluster_kmeans . s cluster_fem

Card1

.2

age rge
Fig 16. Comparison between K-Means and Fuzzy C-
Means (Cardl vs Age)

Table 2 presents the results of applying different
clustering techniques, namely K-Means and Fuzzy C-
Means, on the bdcard.csv dataset using both R and
Python languages. The table includes the fuzziness
membership parameter (m), Means silhouette scores and
Fuzzy C-Means silhouette scores for each combination
of parameters.

The results show that when initializing C=2 and
fuzziness parameter (m)=1.5 using R language, the K-
Means silhouette scores is 0.2669444 and the Fuzzy C-
Means silhouette score is 0.256082. This suggests that
Fuzzy C-Means optimized for both K=3 and K=4. The
table also provides similar information for additional
combination of parameters, such as increasing the
number of the clusters and Fuzzy C-Means silhouette
scores for each combinations of parameters, such as
increasing the number of clusters (C) to 3, 4, 5 and 6n
along with the corresponding K-Means and Fuzzy C-
Means silhouette scores.

Similarly, using the Python programming language, the
data is analysed using Principal Component Analysis
(PCA) and the results are presented for different numbers
of clusters (C) ranging from 2 to 6. This allows for a

comparison of the performance of K-Means and Fuzzy
C-Means with varying clusters sizes.

Overall, the table provides a comprehensive overview of
the clustering results, allowing for the evaluation and
comparison of different clustering techniques and
parameter combinations.

Table 2. Silhouette Score for K-Means and Fuzzy C-
Means Clustering

S.|Dat|La|C(|m( |K- Fuzzy | Conc
a ng | N | Fu | Means | C- lusio
0. | Set |ua | 0o | zzi | Silhoue | Mean | n
ge | of | nes | tte Silhou
Cl | s)/ | Score ette
us | PC Score
ter | A
)
1 2 .266844 | .25608 | FCM
4 2 opti
mize
2 BD | R 3 15 .270334 | .31438 at
CA 7 06 K=3
3 | RD 4 .247096 | .28860 | and
.C 2 12 K=4
)Y
4 5 351737 | .34911
4 372
5 6 .387301 | .38730
5 15
6 2 .37218 | .35959
73 675 FCM
opti
7 BD | Py 3 PC 444417 | 43546 mize
CA | th A |8 233 |4
8 |RD |on |4 .358180 | .37158 | K=4
.C 60 751
SV
9 5 .509 495
1 6 511 510
0

It is concluded that Fuzzy C-Means optimization is
achieved at K=4, Silhouette at K=4 , Silhouette Score
Measure, the quality of cluster , with values closer to 1
indicating well —separated clusters and values closer to -
1 indicating poorly separated clusters.

In summary, the data demonstrated the performance of
K-Means and Fuzzy C-Means cluster technique on the
bdcard.csv data satisfying diff parameters and language
and it evaluates the cluster quality through Silhouette
Scores and identifies the optimal number of cluster for
each technique.
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5. Conclusions

This paper highlights the effectiveness of Fuzzy C-
Means (FCM) technique in clustering of the banking data
and proves to be a valuable tool for analysing large and
complex datasets, offering advantages over traditional
clustering algorithms. By employing FCM, bank and
financial institutions can gain insights into customer
segmentation, risk assessment and decision making
processes. The implementation of FCM in both Python
and R programming language provides researchers and
practitioners with flexibility to apply the technique using
preferred platform. Overall, this study contributes to the
growing body of knowledge on data analysis in the
banking sector and encourages further exploration of
FCM in other domain as well.
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