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Abstract: Presentation based deceiving of biometric recognition especially face recognition systems have become very common. Detecting 

such attacks is very important to ensure attack resilience of authentication systems built on biometric recognition. This work proposes a 

focus challenge based presentation attack detection for Face authentication systems using Generative Adversarial Network (GAN). The 

difference between the focus varying GAN generated images to the real images is compared in terms of their Deep learning group signature 

to detect fakes. The focus challenge is very shift giving almost no chance for presentation attack to deceive it. The proposed GAN based 

presentation attack detection system is very resilient to presentation attacks with noninvasive detection process. Testing under different 

environmental conditions, the proposed solution is found to have less than 1.74 Attack Presentation Classification Error Rate (APCER) 

which is atleast 1.3 times less than existing works. 
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1. Introduction 

Biometric based authentication systems have become 

common due to various inherent merits like uniqueness, 

convenience, difficult to steal etc. Compared to token 

based systems like cards, knowledge based systems like 

passwords etc, they provide strong security. But with 

recent presentation attacks and ability to generate more 

realistic fake biometric samples, this strong security 

claims are challenged. Compared to iris, fingerprint etc, 

creating fake biometric samples for face is easier. The 

fake samples can be created or captured from person 

(with/without his knowledge) and can be used to break the 

biometric based authentication systems used in 

applications like smart homes, protected environment, 

banking systems etc. In spite of various challenges like 

illumination, pose etc, face based biometric authentication 

is preferred due to it simplicity and ability to authenticate 

in a non-invasive manner. From the face image acquired 

by cameras, features are extracted after various pre-

processing. The features are matched against the features 

in database to recognize the person. Presented attacks 

exploit the loop holes in image acquisition process and 

present printed photographs, previously captured images 

or videos to deceive face authentication process.  In 

absence of presented attack detection, the authentication 

gets passed and any attacker can bypass the frontline 

security provided by the systems. Various solutions have 

been proposed to detect presentation attacks. These 

solutions are based on analysis of image features and 

comparison of features between real and attack samples. 

Statistical or machine learning based comparison of 

features is done to detect presentation attacks. But the 

techniques are static can be deceived with recent deep 

learning based fake sample generation techniques. The 

effectiveness of presentation attack detection can be 

improved by adding dynamism to process of face 

acquisition. The dynamism must be a random challenge 

response mechanism, so that faking cannot be done 

shiftily in pace with challenge and the presentation attack 

gets detected with higher probability.  

Motivated by this observation, this work proposes a GAN 

based presentation attack detection system for face 

recognition systems. The challenges are presented in 

terms of varied focus and face image is acquired. The 

expected response in presence of focus challenge is 

generated using GAN and the deep learning group 

signatures of GAN generated images is compared against 

the deep learning group signature of captured face images. 

Higher difference in signature match is an indication of 

presentation attack. Following are the novel contributions 

of this paper work. 

 (i) A novel focus based challenge response mechanism to       

detect presentation attacks is proposed. The focus 

challenge is random and the response matching is shift, 

making it difficult for attackers to predict the focus 

challenge pattern and provide response. This makes the 

face based authentication system fully resilient against 

attacks.    (ii)  A novel GAN based group signature to 

match expected challenge response to acquired face 

images. GAN signature matching is quite fast compared 

to pixel based matching. The matching error is very less 

resulting in lower false positive rate in the proposed 

solution. The rest of the paper is organized as follows, In 
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section 2, related works on presentation attack detection 

systems for face recognition are discussed and the 

research gaps are detailed. In section 3, the proposed focus 

challenge based presentation attack detection with GAN 

is discussed. In section 4, the performance results of 

proposed solution and comparison with state of works are 

presented. In section 5, the conclusion and future scope of 

work are presented. 

2. Related Work 

Mohamed et al. [1] built a model that detects live and non-

live faces with Convolutional Neural Networks based on 

the Celebi-Spoof dataset [2]. According to the results of 

the tests against CelebA-Spoof, the method achieved 87% 

accuracy. Real samples were not tested with this method. 

Using this approach, liveliness is detected by analyzing 

differences between facial components, but this method 

can easily be deceived if a realistic image is presented.  

 Kim et al. [3] detected the presence of liveliness using the 

effect of defocus. Real and fake faces are compared on the 

basis of their depth information. Two cameras with 

different focuses are used to acquire the face images. By 

analyzing the images, we can determine the focus, power, 

gradient, and orientation histograms. In order to check for 

consistency, two face images are compared for differences 

in features. Differences between real and fake faces are 

high for real faces, but they are minor for fake faces. 

Observing the difference between the projection of noise 

and ear in different views can result in the approach failing 

if the ears are hidden.  

Souza et al. [4] have developed LBPnet, which is a 

variation of a typically convolutional network that 

incorporates LBP into the first layer of the convolution, 

thereby making the convolution work on pixels' LBP 

values instead of pixels' original values. It is possible to 

detect artificially spoofed images with the help of the 

resulting deep learning features. Unless illumination 

varies greatly, real images cannot be analyzed by this 

approach.  

Parveen et al. [5] used skin texture analysis to detect face 

liveliness using a Dynamic Local Ternary Pattern 

(DLTP). It is best to use DLTP features to extract the 

textural properties of facial skin. Spoofed attacks are 

detected by comparing real and fake features. By 

presenting faces with varying illuminations, the method 

can be easily deceived.  

Akhtar et al. [6] identified discriminative patches that 

correlate well with the detection of spoofing attacks in 

face images. When local intensity in-homogeneity is 

observed, discriminative patches can be found. The 

detection of discriminative patches of face images is based 

on statistical inference. Detecting spoofing involves 

comparing discriminative patches between stored and 

acquired faces. When presenting the same stored images, 

the method could be easily deceived.  

Wen et al. [7] developed a distortion-based scheme for the 

detection of face spoofs. The images are acquired from 

multiple devices to detect spoofing, and features like 

reflections, blurs, and chromatic moments are compared 

between the images. Across different acquisition devices, 

these features differ. Spoofing can be easily detected 

when a fake sample is displayed from a different device. 

Hackers can create fake samples with information to 

deceive attack detection when the device and acquisition 

parameters are hacked.  

Tirunagari et al. [8] investigated how liveliness could be 

detected using a classification pipeline that combines 

dynamic mode decomposition, local binary patterns, and 

support vector machines. Various dynamics are used to 

detect liveliness in the face, such as eye blinks, lip 

movements, and face changes. The solution cannot 

dedetect replay attacks in videos with long durations that 

include face movements.  

Boulkenafet et al. [9] detected facial spoofing based on   

textural colour distortions. Different colour textures on 

luminance and chrominance are compared to distinguish 

between genuine and fake samples. However, replay 

attacks cannot be defended using this method.  

Zhou et al. [10] devised a mechanism for extracting 

multiscale features from colour images with a powerful 

representation capability. It is possible to resist 

illumination variations and noise by using local 

directional number patterns with derivative Gaussian 

masks. Local directional number patterns accommodate 

spatial-temporal variations. However, the method fails to 

detect replay attacks when artificially created faces are 

used.  

Li et al. [11] tested face recognition systems for 

antispoofing using pulse detection. An ROI was selected 

near the cheeks and chin. As the cardiac pulse changes, 

the colour values of the pixels in the ROI region change. 

There is a difference between the power spectral density 

of real and fake faces in these regions, which can be used 

to detect liveliness. A print attack works best with this 

method, but a replay attack does not.  

Hasan et al. [12] illustrated how dynamic texture features 

could work in conjunction with contrast features to detect 

spoofs. The features are extracted by modifying DoG 

filtering and using local binary patterns variance. Support 

vector machines are then used to detect spoofed photos 

based on the features. It is possible to deceive the 

proposed work using replay attacks.  

Cai et al. [13] proposed two-stream hierarchical fusion 

networks to detect spoofing. A recent deep learning model 

is used to extract meta patterns from images. Spoofing is 
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detected by fusing Meta patterns with RGB image 

features. In spite of the fact that the method can detect 

photo spoofing attacks, it cannot detect replay attacks.  

Zheng et al. [14] used multiscale, and depth features to 

detect spoofing attacks. Feature extraction from images is 

proposed using two-stream spatial-temporal networks. 

Based on these features, a fully connected network layer 

classifies the samples as spoofs or genuine. Spoof photo 

attacks work best, but replay attacks fail when the method 

is used.  

Song et al. [15] captured the face image with a binocular 

camera. We extract new depth and texture features from 

it. In order to distinguish real faces from spoofed ones, the 

features are classified using an SVM classifier.  

Cai et al. [16] developed a deep learning method for 

extracting local features that discriminate. Different local 

regions are represented by convolutional neural networks 

and recurrent neural networks. Spoofed faces are detected 

by fusing regional features with global features. Artificial 

faces created with Deepfakes are the best candidates for 

the method, but replay attacks cannot be detected.  

Yu et al. [17] redefined the problem of face spoof 

detection as an issue of material recognition since spoofs 

are created with materials like skin, glass, paper and 

silicone. Bilateral convolutional neural networks are used 

to extract intrinsic material-based patterns. Spoofs are 

classified based on the depth of information presented in 

the material-based patterns. In order to learn false depth 

information, real pattern noises can be added to the 

approaches. 

Tu et al. [18] analyzed the movement of the eye, mouth, 

and head to determine temporal features. Face spoofing 

based on motion cues can be detected with a CNN-LSTM 

network. With CNN, high discriminating features are 

extracted from the image, which is then classified by 

LSTM into different movements. A spoof video is one that 

contains no distinguishable movements from the camera. 

Nevertheless, real-world videos and replay attacks cannot 

be included in this method.  

Wang et al. [19] explored the possibility of      multimodal 

face recognition an attention-based PAD that uses spatial 

and channel information. Using RGB, depth, and 

combined input modalities, a face image is acquired. A 

softmax classifier is used to classify each modality's 

output as a real or fake face using RESNET features. 

Photo spoofing attacks can be detected, but video replay 

attacks cannot.  

Liu et al. [20] introduced a light reflection-based face 

antispoofing technique. The light captcha is generated by 

generating a random sequence of light cues and 

intensities, which are then manipulated to cast light. In 

order to predict the liveliness of the frames, a multitask 

CNN is used to capture and analyze the frames. To capture 

the image, the solution used multimodality based on 

varying light intensities. The accuracy of liveliness 

detection can be reduced by adding noise through artificial 

light sources in the data acquisition process.

 

Fig. 1. Generative network 
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Fig. 2. Discriminative network 
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Fig. 3. Architecture of focus challenge based PAD 
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Table 1. Literature summary 

Author Solution Gap 

Mohamed et al. [1] Convolutional Neural Networks is used for 

matching  between captured faces and live pattern 

to detect liveliness 

Without any challenge, attacker can 

deceive the CNN matching process 

by presenting captured videos 

Kim et al. [3] Real and fake faces are compared on the basis of 

their depth information to detect liveliness 

Observing the difference between the 

projection of noise and ear in 

different views can result in the 

approach failing if the ears are hidden 

Souza et al. [4] By detecting illumination variations using deep 

learning network, liveliness is detected 

Unless illumination varies greatly, 

real images cannot be analyzed by 

this approach 

Parveen et al. [5] Using skin texture analysis to detect face liveliness 

using a Dynamic Local Ternary Pattern (DLTP). 

By presenting faces with varying 

illuminations, the method can be 

easily deceived 

Wen et al. [7] The images are acquired from multiple devices to 

detect spoofing, and features like reflections, 

blurs, and chromatic moments are compared 

between the images. 

Hackers can create fake samples with 

information to deceive attack 

detection when the device and 

acquisition parameters are hacked 

Tirunagari et al. [8] Proposed a classification pipeline that combines 

dynamic mode decomposition, local binary 

patterns, and support vector machines to detect 

liveliness 

The solution cannot detect replay 

attacks in videos with long durations 

that include face movements. 

Zheng et al. [14] Used multiscale, and depth features to detect 

spoofing attacks 

The method fails for replay attack 

Song et al. [15] Two cameras capture images and depth features 

are extracted from it and compared to detect 

liveliness. 

Face video can be prepared with 

multi focus to deceive the liveliness 

process. 

Tu et al. [18] Face spoofing based on motion cues can be 

detected with a CNN-LSTM network 

The method fails in presence of real-

world videos and replay attacks 

Liu et al. [20] light reflection-based challenge is introduced and 

liveliness is detected. 

The accuracy of liveliness detection 

can be reduced by adding noise 

through artificial light sources in the 

data acquisition process 

The summary of the literature is presented in Table 1. 

Most the approaches fails in presence of captured videos 

are presented. They are not resilient against replay attacks. 

Liu et al [20] proposed a challenge mechanism based on 

light reflection but it can be made ineffective by 

introducing artificial light sources. This work solves the 

problem of replay attack in existing approaches and 

proposes an effective challenge response mechanism.   

3. Focus Challenge Based Pad 

The proposed focus challenge PAD is built on foundations 

of GAN [30].  GAN has two networks: generative network 

and discriminative. Generative network produces samples 

with aim to deceive the discriminative network and the 

discriminative network attempts to check if the sample is 

real or created by the generative network. With 

competition of both these networks, a close to real sample 
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is produced by the generative network. GAN networks are 

being adopted to generate synthetic data due to ability to 

adapt to complex distributions. 

The objective function GAN is given as  

 

𝐿𝐺𝐴𝑁 = 𝐸�̅�~𝑃𝑔
[𝐷(�̅�)]- 𝐸�̅�~𝑃𝑟

[𝐷(𝑥)] +

 𝜆𝐸�̅�~𝑃𝑥
[(||∇�̅�𝐷(�̅�)||2 − 1)2]  

 

The distribution over V is given as P_r. The distribution 

over which generator produces data is given as P_g. The 

uniform samples over P_r and P_g is given as P_x 

Range of focal length for Camera is fixed between a 

interval of x-n…x…..x+n where x is the default focal 

length, x+n is the maximum focal length and x-n is the 

minimum focal length.  

The architecture of the proposed solution for presentation 

attack detection is given in Figure 3. The solution has two 

stages : (i) training stage and (ii) detection stage.  

In the training stage, the GAN is trained with training set 

with training dataset created as follows. A training dataset 

of face image at focal length x and the focal length f as 

input and the face image at focal length x+f as output is 

created. GAN is trained with the dataset. The trained 

GNN, taking face image y and focal length g as input 

produces the face image taken at y+g as output. The 

architecture of the generator and discriminative network 

used in this work is given in Figure 1 and Figure 2.  

In the detection stage, face image of any person P is 

captured in K different focal length which are selected 

randomly apart from the first which is the default focal 

length x. The corresponding faces F={F_x, F_1,.. F_(K-

1)}. The faces are first aligned based on SIFT features 

with SIFT alignment procedure given in [31]. Once the 

faces are aligned, the face F_x  and the K focal length in 

order are passed to GAN to get the focal length adjusted 

faces G={F_x, G_1,.. G_(K-1)}. 

Aggregation signature is computed for the set F and G. 

The aggregation signature computation procedure for 

each image set is as follows. 

Quaternion Discrete Cosine Transform (QDCT) is applied 

over each of the images in the set. QDCT for an image 

f(x,y) is calculated as 

f(x,y)=A_n^q f(x,y)+ ∑_(s=1)^n▒〖[D_(s,1)^q 

f(x,y)+D_(s,2)^q 〗 f(x,y)+D_(s,3)^q f(x,y)]                             

(2) 

Where A_n^q f(x,y) is the low frequency band and  

D_(s,1)^q f(x,y) is the high frequency band of the image. 

After QDCT is applied on the image a low frequency part, 

n groups of high frequency parts are obtained.  

The frequency of the coefficients is given below.

 

Fig. 4. QDCT Coefficients of Image 

To reduce the dimension of the coefficients, average fusion 

is done for low frequency sub bands. High frequency sub 

bands are fused using a fusion rule based on maximum value 

of energy of coefficients. The average fusion rule for fusing 

the low frequency bands is given as average of the 

coefficients pair wise between the Low frequency 

coefficients of two patch images. The fusion rule for fusing 

the high frequency sub bands is given as selecting the 

maximum value of coefficient between the pair wise high 

frequency sub bands. 

The QDCT coefficients are given as input to a frequency 

domain convolutional neural network as given in Figure 5.  

 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(4), 323–334 |  329 

 

Fig. 5. QDCT CNN 

The coefficients pass through a sequence of ReLU and 

max pooling layer and a final average pooling layer to 

provide an output of 1× 512 dimension feature vector. The 

CNN configuration used for feature extraction is given in 

Table 1. An aggregation signature is constructed from the 

feature vectors belonging to same image patch as below: 

A unit random vector of dimension d (d<512) is generated 

{r_0,r_1,…r_d}. Each element is sampled from a 

Gaussian function with mean 0 and variance 1. The d 

vector is put together into a matrix D of dimension 512 × 

d. This is generated on time at time of collecting the video 

as input for tracking.  

A inner product between the feature vectors v and the 

matrix D is done to get vector u=D^T v 

For every vector u, following transformation function tf is 

applied produce the transformed feature vector u ̅ .  

𝑡𝑓(𝑢) =  {
1 𝑟. 𝑢 ≥ 0
0, 𝑟. 𝑢 < 0

 

�̅� = {tfr1(u), tfr2(u), … . tfrd(u) 

The feature vectors belonging to same image patch is now 

represented as bit stream of length d called as aggregation 

signature of the target image patch.  

The benefits of converting the features of same patch to 

binary bit stream of aggregation signature have two 

benefits of: compressed form and reduced time 

complexity for matching the aggregation signature. 

The aggregation signature is computed for both set F(A_f) 

and G(A_g). The hamming distance is measured between 

aggregation signatures of the two sets.  

d=Hamming_distance(A_F,A_G)              (3)  

When d is less than threshold (T), the face is detected as 

lively and when d  is greater than T,  presentation attack 

is detected.  

The pseudo code for detection process is given below 

Algorithm: Detection  

Input: captured face F={F_x, F_1,.. F_(K-1)}. 

Output: attack or live  

1. G={F_x} 

2. For m=1:K-1  

3. G = { G U GAN(F_m) } 

4. end  

5. A_f=Aggregation_singature(F) 

6. A_g=Aggregation_singature(G) 

7. d=Hamming_distance(F,G) 

8. if d>T  

9.  return attack; 

10. else 

11. return normal 

4. Results 

The performance of the proposed solution is evaluated 

against 30 different person faces. The faces were acquired 

using Microsoft LifeCam studio in different focal length. 

Since there were no standard datasets with faces acquired 

in different focal lengths, this method is adopted for data 

collection.  A dataset with 40 different person faces with 

valid faces in different focal length for 30 person and 

presentation attack for 10 person is created and used for 

testing. 

The performance of the proposed solution is compared 

against defocus method proposed by Kim et al (2015) [3] 

attention based solution proposed by Zheng et al 

(2021)[14] and spatial gradient solution proposed by 

Wang et al (2020) [29]. The performance is compared in 

terms of Attack Presentation Classification Error Rate 

(APCER), Bona Fide Presentation Classification Error 

Rate (BPCER), and Average Classification Error Rate 

(ACER). The lower the values of these error rates, the 

performance is better.  

The performance test is conducted in four environments 
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as  given in table 2

Table 2. Environment for testing 

Env1 under random lighting and background. 

Env2 random attack media. 

Env3 transformation of the attack camera equipment. 

Env4 All above three factors combined 

The performance in Env1 are measured and given in Table3

Table 3. Env1 results 

Env1 

Solution APCER BPCER ACER 

Zhen et al (2021) 1.4 1.8 1.0 

Wang et al (2020) 1.0 0.0 1.0 

Kim et al (2015) 1.2 1.6 1.0 

Proposed 0.60 0.49 0.30 

The performance in Env2 are measured and given in Table 4.  

Table 4. Env2 results 

Env2 

Solution APCER BPCER ACER 

Zhen et al (2021) 2.6 0.8 1.7 

Wang et al (2020) 2.5 1.3 1.9 

Kim et al (2015) 2.3 0.7 1.3 

Proposed 0.58 0.51 0.39 

The performance in Env3 are measured and given in Table 5.  

Table 5. Env3 results 

Env3 

Solution APCER BPCER ACER 

Zhen et al (2021) 2.0 3.9 2.8 

Wang et al (2020) 3.2 2.2 2.7 

Kim et al (2015) 2.1 2.5 2.3 

Proposed 0.69 0.59 0.57 
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The performance in Env4 are measured and given in Table6

Table 6. Env4 results 

Env4 

Solution APCER BPCER ACER 

Zhen et al (2021) 4.2 4.6 4.4 

Wang et al (2020) 6.7 3.3 5.0 

Kim et al (2015) 4.1 3.1 4.4 

Proposed 1.74 1.50 2.31 

From the results, the proposed solution is found to have 

lower values of error compared to existing works. The 

proposed solution is more robust to changes in attack 

pattern and lighting. Use of random challenge has lowered 

the error in classification between real and fake samples.   

Kim et al used focus based liveliness detection similar to 

the proposed solution, but it used handcrafted features and 

feature fusion. Compared to it, the deep learning based 

signature used in proposed solution performed better in 

term of errors.  

The focal length was varied in four values of 8cm, 16cm, 

32 cm and 48 cm. The Half total error rate (HTER %) was 

measured for various focal length and the result is given 

in Figure 6. HTER % of proposed solution is compared 

against defocus solution by Kim et al .

   

 

Fig. 6. HTER vs focal length 

The HTER % has reduced by  54.2% in proposed solution 

compared to Kim et al. The error has reduced by large 

value in proposed solution due to use of deep learning 

based features compared to handcrafted histogram 

features in the Kim et al.  

Receiver operating characteristics plot is given in Figure 

7.

  

0

2

4

6

8

10

12

8 16 32 48

HTER %

Focal length (cm)

Proposed

Kim et al



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(4), 323–334 |  332 

Fig. 7. ROC plot 

The ROC area is higher in proposed solution compared to 

existing works indicating a better sensitivity of proposed 

solution. 

The computation complexity is measured in the proposed 

solution for various challenge size and the result is given 

in Figure 8.

  

Fig. 8. Computational complexity 

For challenge size of 3, the time taken for matching in 

proposed solution is 552 ms and when the challenge size 

is doubled to 6, the computation time increased only by 

14%. Thus with increase in challenge size, the 

computation time increases only by smaller margin in the 

proposed solution. 
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5. Conclusion 

Focus challenge based presentation attack detection was 

proposed in this work. The proposed solution used GAN 

to generate expected facial images for different random 

focal length. Aggregation signature computed for these 

facial images are compared to acquired face images from 

camera to detect presentation attacks.  Use of GAN along 

with deep learning based aggregation signature provided 

higher accuracy of presentation attacks detection. The 

proposed solution was resilient to various disturbances 

during image acquisition.  The Attack Presentation 

Classification Error Rate (APCER)  in proposed solution 

is atleast 1.3 times less compared to existing works.   
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