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Abstract: Data scarcity is a problem for recommender systems, and cross-domain recommendation has been shown to be an effective 

solution. Previously, this strategy has worked well. We've done some work in the past to improve Deep Learning IA-CNN-based 

Personalized Product Recommendation Systems using Hybrid Deep Learning-based Hybrid Techniques. An approach to cross-domain 

deep neural networks is presented in this paper, which utilizes both deep neural networks and cross-domain recommendations (CD-

DNN). With the help of user reviews and product metadata, CD-DNN can accurately predict ratings for many different kinds of products. 

If you want CD-DNN to be able to accurately predict future ratings of users or items in your target domain and other source domains, 

you'll need to train it on data from both of those places. By maximizing the accuracy of prediction predictions, several parallel neural 

networks are trained to learn the latent factors for both user features and item features, as well. When CD-DNN and other domain 

features are combined, a single latent space mapping for user attributes is produced. By doing so, the network's users benefit from 

improved performance. The proposed CD-DNN outperforms other current recommendation approaches, and it also addresses data 

scarcity by incorporating data from a variety of sources, including the Amazon datasets. 
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1. Introduction 

In the information age, we face a variety of challenges, 

including digital overload. Data collected from various 

sources can be used to help consumers find the products 

and services they recommend. Recommender systems can 

send other customers recommendations based on the 

regular activities of their users, such as music listening, 

public transportation route planning, and online shopping. 

Predicting a customer's rating of a product is a significant 

challenge for the recommender system to overcome. 

Collaborative filtering is used in the vast majority of 

today's recommender systems [1–5]. The underlying 

principle is that in the future, important decisions will be 

made by people who share similar values. Collaboration 

filtering is currently the most popular recommendation 

method, because it relies on primary customer sources. 

There are a lot of problems with data partitioning because 

there are so few customer ratings for products. There is 

also the "cold start problem," which makes it difficult to 

make recommendations for the most recent users or items 

because there are no historical records.  

In addition, content-based recommendation is a popular 

approach that looks for items with similar attributes based 

on what the user has previously enjoyed [6–8]. According 

to the example above, the process may recommend Mito 

Anna if Mj is a popular film with similar themes (for 

example, adventure). If there are similarities between Anna 

and Brown, the system may also recommend things that 

they both liked (such as being of the same age, being of the 

same gender, and having the same educational 

background). Because the method extracts features from 

personal preferences and items without the need for a large 

number of review records, there is almost no data scarcity 

when using content-based recommendations. There are no 

more gaps in data because of this. Consequently, it is 

possible that recommendations generated for new 

customers may be inaccurate due to difficulties in 

obtaining user profiles in this situation. Collaborative 

filtering with metadata has become a popular solution to 

the data scarcity problem because content information, 

such as evaluations or item metadata, is typically 

associated with users and items. The addition of this data 

has improved the accuracy of recommendations based on 

user data sets, addressing the issue of data scarcity while 
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also improving the accuracy of those recommendations. 

Deep neural networks [11, 12] as well as topic modelling 

[9, 10] have been used to propose the inclusion of content 

information in the algorithm. Cross-domain 

recommendations [13] are another option. These are 

recommendations that come from one domain to another. 

User preferences and product properties can be gleaned 

from other industries and used for more personalised and 

reasonable services. Most commonly, it's used to suggest 

related videos and online exercises to students who have 

bought study books, as well as to suggest hotels in 

accordance with travellers' preferred vacation spots. Thus, 

a substantial amount of information about user behaviour 

has been gathered in the mature domain as a result of this. 

To address the recommender system's scarcity and cold 

start issues as well as to significantly improve user 

satisfaction and experience, it is possible to share and 

supplement information from different domains. 

With this new cross-domain recommendation system, 

we've been able to produce better results than ever before 

by fusing content information with cross-domain data. By 

combining user reviews and item metadata, a cross-domain 

deep neural network (CD-DNN) was created to solve 

rating prediction problems. This network can then be used 

to predict ratings (CD-DNN). Users and items from 

various domains can simultaneously share a common 

feature space created by parallel neural networks when 

using CD-DNN to learn latent factors. Users' reviews 

inform one model of a user feature, while item metadata 

from various domains informs another model of an item's 

properties. Both models can be found online. This layer is 

built on top of all neural networks, and it is used to predict 

each item's rating based on a combination of the user and 

the item's features. An accurate prediction can be made by 

using this method. Users and objects' latent features are 

linked in this layer using matrix factorization techniques 

[14], which were used as inspiration for the top layer. 

We tested the proposed CD-DNN on four Amazon public 

datasets to ensure its effectiveness. CD-DNN outperforms 

current models and can alleviate data scarcity by using 

more information from multiple domains at the same time, 

according to the results of the experiments. 

The following is a rundown of some of the project's most 

significant accomplishments. It's possible to model users 

and items collaboratively in a CD-DNN, which provides 

cross-domain recommendation, by using reviews and item 

metadata. More data from a broader range of sources is 

being used to address the issue of sparsity than ever before. 

(3) Our model outperformed leading models by a 

significant margin in experiments conducted on four 

publicly available datasets. 

Here, you will find a breakdown of how this paper is going 

to be structured in the future. Text-based and cross-domain 

recommendation, as well as their advantages and 

disadvantages, and how they can be combined, are 

discussed in Section II of this paper. Section III is where 

we craft the research questions that will direct our efforts. 

We go into great detail in Section IV about the CD-DNN. 

CD-DNN model is examined and compared to current 

recommender system models and other recommender 

system models in Section V to show the model's usefulness 

and effectiveness. Section V: Section VI, on the other 

hand, marks the successful conclusion of the project. 

2. Related Work 

Deep learning-based recommendation systems, Textual 

recommendation systems and cross-domain 

recommendations are all discussed in this section. 

i) Recommender Systems using Text Data 

The problem of data scarcity in recommender system 

applications can be solved by incorporating information 

from text data. Collaboration filtering features were used to 

extract opinion from movie review text using several 

methods, according to a citation [15]. Methods used 

included: Recommendation systems for movies could gain 

an advantage by mining user reviews for movie opinions. 

There are distinct manual interactions for each method, 

despite this. 

Techniques for uncovering hidden topics in review text 

have been employed by a large number of researchers. 

Latent rating dimensions and latent review topics were 

used in the study, according to the reference [9]. It was 

possible to extract highly understandable text labels for 

latent rating dimensions, as well as more accurate 

predictions of item scores, by mining review text. [16] 

Describes a matrix factorization model called TopicMF, 

which incorporates subjective ratings and review text. 

Using a traditional matrix factorization method in 

conjunction with a topic model, we were able to uncover 

the review text's hidden themes and make this conclusion. 

A probabilistic model presented in [17] uses collaboration 

filtering and topic modulation to improve search results. 

The distributions of user and topical preferences for 

movies, as well as the distributions of those preferences 

themselves, can be obtained. 

 In order to create a unified model that incorporates 

ratings and user reviews as well as other data, we used 

content-based recommendation and collaborative filtering. 

[18] goes into great detail about this design. We were able 

to uncover previously unknown review text topics and 

align them with rating dimensions using this method, 

which greatly improved our ability to predict review 

content in the future. Social matrix factorization and topic 

matrix factorization techniques were used by researchers at 

Reference [10] to evaluate the usefulness of data fusion in 
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recommendation formulations. This was accomplished by 

using a random walk and an integrated latent topic model, 

and other methods, the authors of [19] claim to have 

developed an empirically supported probabilistic approach 

to making recommendations. A bag-of-words model, 

rather than the actual word order of the text, has frequently 

been overlooked in previous studies because of this. 

However, the order in which words are presented in the 

review is crucial. For the purpose of extracting text 

features, a convolutional neural network is used, and word 

embedding is used to build word vectors. 

ii) Deep Learning Based Recommender Systems 

When it comes to developing recommender systems, deep 

learning has recently been proposed as a method. Using a 

user-item rating matrix and denoising auto-encoders or 

restricted Boltzmann machines, some evidence suggests 

that a user and item profile can be generated. The neural 

network-based matrix factorization model from [12] was 

implemented in Matlab. As part of its development, 

programming was used in the implementation. Developing 

a user-item matrix that included both overt and covert 

comments from the user community was the first step in 

this process that needed to be completed. Using this 

matrix, a deep neural network could be trained to learn a 

low-dimensional embedding space that could be used for 

both people and things. People and things can both fit in 

here. A binary cross-entropy loss function was used to 

improve training results. [11] Proposes convolutional 

sequence embedding recommendations for top-N 

sequential recommendations based on convolutional 

sequence embedding that embeds a recent item as a 

"image" in time and latent spaces. Top-N sequential 

recommendations are based on convolutional sequence 

embedding. Wide and Deep Learning was proposed by 

[23] as a method for making recommendations. Because it 

utilized both deep neural networks and wide linear models, 

this approach provided advantages in terms of memory and 

generalization for the model. The number of applications 

purchased went up when only wide and deep models were 

used. The Deep and Cross network was proposed by [24] 

to predict click-through rate in machine learning. Improved 

learning methods for bounded-degree feature interactions 

are also part of the package, making it more effective than 

previous approaches. 

Collaborative filtering refers to all of the methods 

discussed above that do not take into account text data and 

instead rely solely on rating information or user-item 

behavior interactions (such as clicks). 

Similar to extraction of information from text data for 

recommendation purposes deep learning techniques are 

employed here. Incorporating queries and documents into a 

deeply structured semantic model, they devised an 

algorithm for determining whether or not a document is 

relevant to a particular query. To provide personalized 

recommendations to users, a similar method has been 

proposed [26]. A latent feature space was created by 

mapping user and item profiles to one another, ushering in 

an unprecedented level of semantic relevance between 

users and their intended purchases. To help with hash tag 

recommendations for tweets with both text and visual 

content, the authors of this study devised an attention 

sharing (co-awareness) network. The authors of [25, 26], 

and 27] all used neural networks to extract text information 

from documents, whereas the authors of [27] used an 

LSTM-based model to do so. Text features are extracted 

using convolutional neural networks in this study, which 

are then used to refine the text. 

 However, our proposed model differs from the previous 

models in a few ways. Convolutional neural networks 

extract text features for recommendation purposes as well 

as [28, 29]. It is possible to mine item features and user 

preferences at the same time by using review text, 

according to [28]. This method saves time and effort. It's a 

review-level recommendation. According to [29], the 

authors' Neural Attention Regression model explains their 

findings. I showed them how an attention mechanism can 

be useful in reviews and how they could put this 

knowledge to use. This model or the other ignores 

information about a product's metadata, which includes 

information about its specific characteristics and features. 

Their analysis is based on data from a single domain, so it's 

important to point that out. Data scarcity is reduced thanks 

to our model's capability to learn user features from a 

variety of domains. 

iii) Cross-Domain Recommendation 

Recommendation engines that use data from other fields to 

make recommendations can be built [13, 30]. Cross-

Domain Topic Learning (CDTL) is a model developed by 

researchers to address issues such as lack of connectivity, 

complementary expertise, and skew ness in the topics 

covered by researchers. Latent factor models based on 

clustering can improve the performance of cross-domain 

recommendation, according to [31]. "[Citation is needed] 

Finding patterns across domains and figuring out how 

much information to share is easy with this tool. Using this 

tool, you can learn about the user rating patterns for each 

domain you're interested in. Machine learning is used to 

accomplish this. A multi-view deep learning model for 

recommender systems was also proposed. This model can 

be used in a wide range of situations and for a wide variety 

of problems. There are a few key differences between our 

and their systems, despite the fact that the overall 

architecture of both systems appears to be similar at first 

glance. Customers' reviews, which typically contain a 

wealth of information about their preferences, are ignored 

in favor of only considering the product's metadata. A 
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convolutional neural network, which is used to learn user 

and item characteristics, is used to extract text features 

from the input text. Serendipitous product 

recommendations can be made with the help of a newly 

developed method [33]. The term "transfer learning 

transfer learning recommendation" was coined by the 

authors of [34] to describe their neural network-based 

approach to cross-domain recommendation. An additional 

proposal was made known as a "transfer of learning 

recommendation." A machine learning framework was 

used to successfully implement the first cross-domain 

transferable bandit policy [35]. 

Research shows that this approach has the potential to 

facilitate the transfer of prior knowledge from source 

recommender systems to target recommender systems by 

speeding up exploration and aiding in exploration. As a 

way to achieve a better balance between different domains, 

[36]'s authors proposed this model. Users' privacy was 

protected during data sharing because the authors of [37] 

did not divulge any information about the user's habits or 

activities. A new method called Neural Attentive Transfer 

Recommendation has been developed by researchers in 

order to extract useful signals from transferred item factors 

(NATR). In comparison to other cross-domain 

recommendation methods, we have developed a CD-DNN 

that extracts more precise user features from review text. 

As far as we can tell, there was only one study published in 

2001 that examined the use of review text to improve 

cross-domain recommendation accuracy. 

Recommendations are made using both item reviews and 

article titles to facilitate cross-domain recommendation, 

according to the authors' Transfer Meeting Hybrid model. 

To extract semantic information from unstructured text, 

this model made use of a Java memory module and a Java-

implemented transfer network. 

They proposed an algorithm that relied solely on 

information from a single source, rather than considering 

both user reviews and item metadata. Our model's data 

does not have to come from a single place; rather, it can 

come from a variety of places.  

3. Problem Formulation  

Over the years, a variety of contexts and applications have 

investigated the problem of cross-domain 

recommendation. All the user's choices are taken into 

account when building his or her profile. To address the 

issues of cold start and data scarcity, recommender systems 

[13] have been proposed [14]. Using cross-domain 

recommendation technology, you can move data from one 

field to another easily and securely. Both improvement-

targeted domains and knowledge-resource domains can be 

distinguished in the system. For an unknown number of 

users and a target domain with unknown number of items, 

we can produce a Rt ɛ Rm×n rating matrix with uncertain 

rating values denoted by the symbols rui at each of its 

entries. N-tuples make up the review dataset Dt. Tuples (u, 

i, rui, wui)  represent user reviews of an item with a rating 

and review text for an item i, and each represents one 

review of an item i by one person. There are multiple items 

in Mt, each of which represents a metadata document, and 

each of these documents is represented by one of the 

entries mi in Mt. 

There are rating matrices Rs, review datasets Ds, and 

metadata sets Ms in every source domain. You should treat 

the users of each source domain as if they are part of your 

intended audience. For cross-domain recommendation, a 

problem definition like this must first be formulated once 

the data has been inserted into both the source and target 

domains. 

For this analysis,  

Input: we need the partially observable rating matrices 

{Rs1, Rs2,…,RsN}, review datasets {Ds1, Ds2,….,DsN} and 

metadata sets {Ms1, Ms2,…,MsN} from the source domains 

as well as their respective review datasets and metadata 

sets.  

Output: It is clear that in order to correctly predict u and i 

from only two parameters, the model must be capable of 

doing so. That is to say, the model must be capable of 

predicting u and i using only the inputs u and i as input. 

 

 

It is possible to make recommendations to users with the 

help of this algorithm. Finally, All of the reviews written 

by a single person in our target domain are analyzed, and 

the results of our prediction scheme are used to suggest 

products that are most likely to be of interest based on 

those results. All of these suggestions are based on what 

other people have said about that particular reviewer. In 

Table 1, you will find a list of all the mathematical terms 

used in this article. 

    

 

 

 

 

 

 

Table 1. Definitions and Descriptions of Symbols 
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4. Proposed Methodology 

CD-DNN is the subject of this section of the document, 

which focuses on it. By analyzing user reviews and item 

metadata from a wide range of sources spanning a wide 

range of industries, CD-DNN can gather data on both users 

and items. In this way, CD-DNN can collect data on both 

users and items. To learn about users and items at the same 

time, CD-DNN utilizes this technique. Because of the lack 

of data, it combines data from various fields. As a result of 

this transfer and utilization of knowledge, the target 

domain may benefit. Multi-domain Deep Neural Networks 

will be discussed in Section IV-B and Section IV-C, while 

Deep Neural Networks will be covered in Section IV-A. 

(SD-DNN). The preferences of users and the properties of 

database items are modeled independently in SD-DNN, a 

single domain model. There is a significant amount of 

discussion in this book's Section IV-B about the CD-DNN 

model, which is a step up from SD-DNN model. Other 

methods can be used to gather information about 

individuals or things using CD-DNN software and other 

techniques. Use a variety of training methods to train the 

CD DNN model in Section IV-C of this guide.  

 

 

 

 

 

 

 

 

 

 

Fig 1. One parallel neural network can use the SD-DNN 

architecture. 

Each neural network has a unique set of parameters for 

both users and objects. User and item feature vectors are 

combined using the concatenation technique, and text 

features are extracted and concatenated into a single vector 

by CNN layers. Factorization machines take into account 

interactions between users and items in order to make 

accurate predictions about what will happen next. 

a. Single-Domain Deep Neural Network (SD-DNN) 

Using a single domain as an example, Figure 1 shows SD-

DNN architecture for rating estimation. It is composed of 

two neural networks that work in tandem. Networks for 

users (Netu) and networks for items (Neti) are two 

examples (Neti). An input of reviews and item metadata is 

used to generate prediction ratings for this configuration of 

(Netu)& Neti. The user text and the item text can both be 

stored in the first layer of word embedding matrices. As a 

result, semantic information from both types of input texts 

can be extracted. Users' and items' features are typically 

discovered using the convolutional, maximum pooling and 

fully-connected layers in CNN-based models. CNN layers 

generate feature vectors that can be used to represent an 

individual dataset item. It is possible to create a single 

feature vector by combining the feature vectors of various 

users and items. As a final step, data about user-product 

interactions and latent variables is extracted using a 

factorization machine layer. Netu and Neti generated latent 

feature vectors in the previous layer, which are used to 

calculate the prediction rating in this layer. Considering 

that both networks are essentially the same, we will only 

cover the process for the Netu network here. Input is the 

only difference between the two networks. 

i. Embedding Layer 

A layer known as the embedding layer processes the input 

data into low-dimensional embeddings. Using the formula 

f: W→ Rc, word embedding is accomplished by 

transforming each word into a dense, In this case, a 

convoluted projection function is used to generate a c-

dimensional vector. Using word embedding techniques, 

SD-DNN models are able to extract the semantics from 

both user and item text. To represent the matrices in the 

embedding layer, word embedding matrices can be used. 

For each matrix, the embedding layer is responsible for 

creating the matrices so that reviews and item metadata can 

be represented as word embeddings.           document with l 

words is created before any embedded layers are added. 

This document includes all user u reviews. Following the 

embedding layer, a word embedding matrix        is 

generated for user u and constructed as follows. 

 

 

Where 𝑑𝑘
𝑢is the kth word in user u's document 𝑑1:𝑙

𝑢  and find 

function 𝜃(𝑑𝑘
𝑢)precedes the equivalent c-dimensional word 

vector for the word  𝑑𝑘
𝑢⊕ is a symbol for combination two 

words together. 

 Layers of CNN 

Some of the techniques used in the subsequent layers 

include fully connected layers, convolutional layers, and 

maximum pooling layers [39]. Deep features are generated 

using the convolutional layer's input window, which is 

composed of the filter wc∈ Rhc . As an illustration, a feature 

gi can be created by generating and storing a window of 

words 𝑉𝑘:𝑘+ℎ−1
𝑢   

gi= f(wc *𝑉𝑘:𝑘+ℎ−1
𝑢 +bc)        (3) 
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bc∈ R represents the bias, and f, which can be either a 

sigmoid or a rectified linear units (ReLU) activation 

function, represents the nonlinear function. The filter 

{𝑉1:ℎ
𝑢 , 𝑉2:ℎ+1

𝑢 ,…,𝑉𝑛−ℎ+1:𝑛
𝑢 } is used to generate a feature map 

for each possible sliding window in the sentence. 

g = [g1,g2,…,gn-h+1]         (4) 

The feature map is then subjected to a maximum pooling 

operation in order to obtain the highest possible value 

when g ∈ Rn-h+1. 

 �̂� = max {g}              (5) 

It's made up of N+ 1 parallel neural network that work 

together. A single network represents the preferences of 

the network's members, while the remaining N networks 

represent each item's unique characteristics. 

  

 

 

 

 

 

 

 

 

Fig 2. The architecture of CD-DNN for N+1 parallel 

neural network 

Each feature map's most important feature must be found 

in the case where the current filter expects an attribute 

called 𝑔 ̂to be present. Wf is used to send the weight matrix 

to a layer that already has all of its connections established, 

as shown in the following illustration: 

xu = f(wf * �̂� + bf)               (6) 

A user u would expect to see in a fully connected layer xu∈

 R n
2

×1  has thus far been defined by its output. User and 

item feature factors are calculated utilizing the methods 

described here. The xu and yi symbols represent these 

concepts, respectively. 

iii. Factorization Machine Layer 

However, the feature factors of users and items might be in 

special quality spaces, making it impossible to measure or 

compare their features using the outputs of the CNN layers 

previously discussed. As a result, we use the factorization 

machine technique to create a single feature space, which 

we call the factorization space. Netu and Neti networks are 

enhanced by a layer of factorization machines built on top 

of them. zˆ = (xu, yi) must be combined into one feature 

vector in order to achieve this goal xu and yi. Accordingly, 

we use a factorization machine [40] in order to model all 

cross information in zˆ, and this is done as follows: 

�̂� = ∑ x
|𝑧|̂
𝑖=1 ∑ y

|𝑧|̂
𝑗=𝑖+1 < 𝑣�̂� ,𝑣�̂� > 𝑧�̂�𝑧�̂� + ∑ x

|𝑧|̂
𝑖=1 𝑤�̂�𝑧�̂� + 𝑤0̂            

(7) 

Where 𝑣�̂� ,𝑣�̂� represents the annoyed information, i.e., 

second-order connections, and 𝑣�̂� ,𝑣�̂� = ∑ x
|𝑧|̂
𝑖=1 ∑ y

|𝑧|̂
𝑗=𝑖+1 𝑣𝑖 is 

a unit of measurement variable representing the 

significance of the ith variable in zˆ. wˆ0 is a reasonable 

overall adjustment bias. 

iv. Cross-Domain Deep Neural Network 

As a result of our extensive data collection, we will now 

present CD-DNN, an extension of SD-DNN. Figure 2 

depicts an architectural representation of the CD-DNN. N 

source domains and N + 1 parallel neural networks can be 

seen in the figure below. IV-A goes into great detail about 

the design of each network. The remaining N networks 

represent the properties of the network's items, while the 

first network represents the preferences of the network's 

users. The CD-user DNN inputs are mapped to latent 

factors in a feature space using a single mapping. As a 

result of this mapping, the user factors are optimized in 

conjunction with factors from other domains. A user's 

preferences in other domains can be matched to the user's 

preferences in a hidden space created by mapping this 

project. To learn about a proper mapping, you could try 

using another source domain with more historical records 

than the current target domain. The target domain can also 

benefit from the knowledge gained by users in other source 

domains, which suggests that users with interests similar to 

those of users in other source domains can be used to learn. 

As a result, the accuracy of recommendation generation 

can be significantly improved through the creation of a 

much better mapping of user and item profiles. 

CD-DNN has a few unique features that are worth noting. 

To begin with, it's a simple game to pick up. As a second 

benefit, it allows the company to expand into new areas 

while still benefiting from its extensive experience in those 

areas. Auxiliary data from multiple sources and data from 

multiple source domains can be combined at the same time 

by this tool. 

v. CD-DNN Training 

Samples are used to create training data. There are two 

inputs for the k-th sample: a user network XU,k and an index 

of the used domain Xa,k. User network XU,k can be found on 

the second sample. There are no other domain inputs Xi:i6≠a 

because they are all empty vectors of length 0. At a high 

level, we describe the CD-DNN training procedure on the 

first page of Algorithm 1. 
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Algorithm 1CD-DNN Training 
Input:N = Number of domains 
M = Number of training cycles 
            K = Number of sample training pairs 

AU = Architecture of user network  
           AI = {AI1,…AIN}= architecture of item network  

WU= weight matrix of user network  

WI = {WI1, . . . WIN} = weight matrices of item network  
XU = {XU1, . . . XUK}= inputs for user network  

XI= {XI1, . . . XIK}= inputs for item network  
Output:WU = user network of weight matrix  

WI= a group of item network weight matrices 

1: Initialization 

     Initialize AU and AIusing WU and WI  

2: for m = 1 to Mdo 
3:       fork = 1 to K do 

4:             train XUkand XIk using WU and WI 
5:       end for 

6: end for 

 

An example of regression can be found in this article's 

recommendations, which are based on the ranking of 

ratings. Problem The common squared loss will be used as 

an example in this section because of this. The training 

goal function L is denoted by the symbol 

L = ∑ Wk
𝑢,𝑖∈𝑆 (𝑟𝑢,𝑖 − �̂�𝑢,𝑖)

2                        (8) 

Training set is S, When a user u has given a rating to an 

item i, a symbol appears to represent their rating by the 

letter ru,i,  and the prediction rating is also denoted by the 

letter ru,i. L's objective function is optimized using the root 

mean square prop optimizer (RMSProp). Improved 

gradient descent (RMSProp) is used to further optimize 

problems where the loss function update has a large swing 

and speed up the convergence speed of problems with a 

large loss function update swing. A weighted average of 

the differential squared weights is used by the RMSProp 

algorithm to calculate weights and gradients. Over fitting 

can be avoided by employing a dropout strategy when 

training layers that are fully connected. When it comes to 

dropout strategies, they fall somewhere in the middle of 

the model's range of possibilities. In the algorithm, some 

hidden nodes are omitted at random. Each batch of training 

ignores a random number of nodes in the hidden layers. As 

a result, each training session has its own customized 

network. Since the hidden nodes' interactions are no longer 

relied upon, a random dynamic difference in the weight 

update can occur (but only on a subset of them). However, 

the weight update was able to maintain some degree of 

efficacy despite these difficulties. 

By using a larger number of smaller neural networks, the 

model's performance can be improved after the test period 

[42]. If the model is averaged by using fewer neural 

networks, the results may be better; another side effect of 

dropout will result in better results than using the larger 

neural networks during the testing period. 

5. Experimental Results 

In this step, the accuracy of the proposed CD-DNN 

network will be assessed in order to show its utility. Our 

efforts will succeed or fail based on how well the datasets 

and evaluation metrics are evaluated. Materials were 

discussed in Section V-A of this chapter. According to 

Section V-B, there are four competing methods for 

baselines in this document. Conditions under which a study 

is conducted its being investigated by sections V-C. In this 

section, we look at how our CD-DNN stacks up against the 

competition. A word embedding method and a 

factorization machine are discussed in the final section of 

our model. 

i. Evaluation Metric and Datasets 

We used four datasets from the Amazon dataset that we 

selected for our experiments. Customer reviews and item 

metadata totaling 1428 million were collected by Amazon 

between May 1996 and July 2020. It was the most 

complete option because it contained both review text and 

item metadata, and it was the largest rating dataset that was 

publicly available. There are many datasets to choose 

from, as shown in Table 2. Customers of Digital Music 

leave at least ten reviews and ratings for each transaction, 

making it the most populous data set for researchers to 

work with. It is clear that the Toys and Games category is 

still in its infancy because the average number of reviews 

and ratings per item is less than twice that amount. A 

dearth of data in the recommender system's database 

severely reduces the accuracy of its recommendations. 

Ratings range from 1 to 5 and are represented numerically 

in the table below for each of the datasets in the collection. 

In order to predict how people will act, we can look at user 

reviews. The item's title and description can be used to 

model the item's properties in the same way. Reviews of 

user and metadata items are capped at p percent of the 

population and p percent of items to account for the wide 

distribution of reviews and metadata in the long tails of the 

population. The default value of p is 0.92. CD-DNN and its 

competitors are evaluated using the mean square error 

(MSE) metric, which measures the accuracy of CD-rating 

DNN's prediction accuracy (MSE). 

When the MSE value is greater than 0, it is assumed that 

the quality of the recommendations is lower. Ground-truth 

rating (ru,i) is multiplied by an item I to get the mean 

square error (MSE) and a prediction rating 𝑟𝑢,�̂�. 

 

MSE = 
1

𝑁
∑ W

p
𝑢,𝑖 (𝑟𝑢,𝑖 − 𝑟𝑢,�̂�)

2                                      (9) 

 

The current dataset's number of instances is denoted by N. 
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Classificati

on Users Items 
Revie

ws 

Review

s per 

User 

Revie

ws per 

Item 

Digital 

Music 
6,652 4,679 

75,81

7 
22.8 29.2 

Musical 

Instruments 
2,530 1000 

11,37

2 
8.3 22.5 

Video 

Games 

17,12

7 
9,439 

45,86

4 
3.3 5.3 

Toys and 

Games 

12,98

5 
9,942 

23,88

2 
3.0 3.7 

Table 2. Dataset statistics 

ii. Benchmarks 

Our CD-DNN is compared to three representative methods 

that use a rating prediction recommendation model to 

evaluate its effectiveness. 

(1) The model is based on a matrix factorization. Our 

comparison tool for this section is SVD++ because it is an 

excellent place to start. 

(2) There are also models with topic modeling capabilities. 

Topic modeling is a popular technique for extracting 

semantic information from review text. The Hidden Factor 

was the subject of our comparison between our CD-DNN 

and another model (HFT). 

(3) A neural network is used to build the model. A neural 

attention regression model and a Deep Cooperative Neural 

Networks (DeepCoNN) model with Review-level 

Explanations were used to compare the two (NARRE). 

• SVD++ [44] is a model extension that incorporates 

implicit feedback to improve accuracy. Based on 

the latent factor model and the SVD++ algorithm, it 

is built on the SVD model. 

• A topic model that incorporates both ratings and 

customer reviews is used by HFT [9]. The goal of 

high-frequency trading (HFT) is to improve rating 

prediction accuracy by identifying previously 

unnoticed topics in customer reviews. 

• DeepCoNN [28] uses a deep model to learn about 

an item's features and preferences from review text 

before applying that knowledge to the item itself. 

Neural networks that are linked to one another form 

the basis of this system the first method makes use 

of reviews written by current users to learn about 

user preferences, while the second method makes 

use of review text assigned to an item to learn about 

its features. 

• In accordance with NARRE, [29] a new neural 

attention model has been developed that predicts 

appropriate ratings for items as well as selecting 

automatically explainable reviews that provide 

convincing recommendations in conjunction with 

these ratings. 

iii. Settings for experiments 

Table 2 contains the statistical data for the datasets in 

question. A 2.80% split is used for the validation and 

testing sets of each dataset, with 80% of each dataset being 

used for testing, and the remaining 20% being used for 

adjusting hyper-parameters in the system. The training sets 

are randomly selected from these remaining 20%. Using 

both the training set and the validation set, we can fine-

tune our CD-hyper DNN's parameters and baseline values 

based on the MSE. All recommender algorithms are put to 

the test on this dataset. 

So, we looked at what happened when we increased the 

number of latent factors from 10 to 50 in the HFT model 

by setting K to 10. 

 

 

 

 

 

 

 

 

Fig 3. A direct correlation exists between the CD-

performance DNN's and the number of latent factors and 

convolutional kernels. Toys and games are the subject of 

both the target and source domains. 

For our CD-DNN, we conducted an experiment to evaluate 

the performance of the two critical parameters. (|xu| and |yi 

|)  are both latent factors, and the number of convolutional 

kernels is also important in this equation (nc). Figure 3 

depicts the MSE of CD-DNN while varying the former |xu| 

and |yi|  from 10 to 100 and the latter (nc) from 30 to 300 as 

a test set to investigate its performance using the Toys and 

Games validation set. The MSE decreases until it reaches 

its minimum when the number of latent factors and 

convolutional kernels are both increased to 50 and 100, 

respectively. To put it another way, (nc) is 100 and |xu| 

equals |yi |= 50. Other hyper parameters were also tested 

using a grid search method to see what impact they had. As 

a result, the learning rate α is set to 0.0102, and the batch 

size is set to 50. Setting the dropout ratio to 0.5, 

convolution kernel h is window size is set to 3, and the 

word embeddings dimension is set to 300. A word 

embedding that had been trained on more than 100 billion 

words [45] was also directly adopted by our CD-DNN to 
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continue training the word vectors. In order to eliminate 

the possibility of error, each experiment was repeated three 

times.  

iv. Evaluation of Performance 

MSE quality is shown in Table 3 as a comparison between 

our proposed baseline and four publicly available 

baselines. In bold are the lines with the most promising 

results. The two rightmost columns in our CD-DNN vs. 

SVD ++ and NARRE comparison show the percentage 

gains our CD-DNN made. In the table, the following 

conclusions can be drawn. On all four datasets, SVD++ 

and DeepCoNN perform better than HFT. In terms of 

performance, DeepCoNN does not outperform NARRE. 

Furthermore, SVD++ and NARRE are both outperformed 

by it by an average of 10.4% and 18.0% in comparison to 

the best baseline when all datasets are considered together. 

For example, CD-DNN uses both the source and target 

domains, while SVD++ and HFT only use one of the 

source or target domains. There are many ways in which 

cross-domain recommendation can improve the accuracy 

of recommendations in the target domain if done correctly. 

In many ways, this information can be put to good use. 

During the experiments, the CD-DNN method proved 

successful. 

CD-DNN outperforms SVD++ and NARRE on the most 

dense dataset available, Digital Music, by 3.8% and 2.2%, 

respectively (see Table 2). Furthermore, CD-DNN 

outperforms both SVD++ and NARRE on the datasets with 

the most sparse data: Toy- and Game-related dataset (by 

16.6% and 32.2%, respectively). Consequently, this 

conclusion holds if the dataset is incomplete, the more 

accurate the recommendations made will be. Since the CD-

DNN can significantly improve rating prediction in sparse 

datasets, it is possible to conclude that it is capable of 

relieving recommender systems of the issue of data 

scarcity. 

 

 

Source 

Domain 

Target 

Domain 

i: 

HFT-

10 

ii: 

SVD++ 

iii:  

HFT-

50 

iv:  

  

NARR

E 

v: 

DeepCo

NN 

vi: 

CD-

DNN 

Performa

nce 

vi vs i 

Performa

nce 

vi vs v 

Musical 

Instrument

s 

Digital Music 

1.966 0.934 1.417 0.906 0.907 0.937 11.3% 8.5% 

Digital 

Music 

Musical 

Instruments 
1.284 1.255 1.297 1.237 1.264 1.212 4.6% 3.4% 

Toys and 

Games 

Video Games 
1.428 1.122 1.329 1.382 1.382 0.954 17.5% 34.4% 

Video 

Games 

Toys and 

Games 
1.683 1.524 1.665 1.761 1.761 1.364 12.6% 25.9% 

Average on all Datasets 1.590 1.208 1.427 1.321 1.328 1.116 12% 19% 

 

TABLE 3. Analyzing the MSE in Light of Historical Data and data relevant to the target domain can be used in SVD++, 

hft, DeepCoNN, and NARRE. 

v. Model Analysis 

If our proposed CD-DNN uses word embedding to 

extract semantic meaning from text, as we have in the 

past, one might wonder if this would be beneficial. That's 

what you meant to say. To ensure that ratings are as 

accurate as possible, a factorization machine layer is 

used. Is our model used to make predictions? As a result, 

we're going to investigate these other options. The 

proposed CD-DNN is compared to four other variants in 

a study based on the Toys and Games dataset. CD-DNN-

TFIDF is the abbreviation. Each of the three types of 

CD-DNN CDs has its own unique set of characteristics, 

which are summarized here. The following distinctions 

must be made in order to distinguish between these four 

options: An overview of the CD-DNN system is 

provided in the following: 

• CD-DNN-TFIDF: CD-text DNN's input is modeled 

using the TF-IDF mechanism rather than word 

embedding, as previously described. 

• CD-DNN-Trigram: CD-DNN models text instead of 

words using letter tri-grams [32] instead of word 
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embedding. This makes it possible for us to more 

accurately model text. 

• CD-DNN-Random: Input text is arbitrarily initialized 

into vectors of a specified length using a randomization 

algorithm. 

• CD-DNN-DP: Instead of employing a factorization 

machine, a common dot product between xu and yiis 

used by the CD-DNN architecture to successfully resolve 

the problem. 

In Figure 4, Playing with children's toys as a basis for 

comparing CD-DNN and its variants and other networks 

is most effective. 

 

 

 

 

 

 

 

Fig 4. Variants of the proposed model are derived from 

video games, toys and games, as well as other sources of 

data. 

There are three different word embedding techniques 

used in this demonstration: CD-DNN, TFIDF, and CD-

DNN Trigram. Three word embedding models are being 

trained to see if and how they can mine the semantics of 

review text and item metadata. DNNs with CD 

superiority have been shown to represent latent 

representations of items and users using dense vector 

mapping to convert text into dense vectors. The MSE 

method is used to compare CD-DNN and CD-DNN-

factorization classification accuracy. CD-DNN 

outperforms CD-DNN-DP when demonstrating the 

efficiency of the machine layer DP, as shown in Figure 

4. Because the factorization machine can model xu and 

yi interactions in both first- and second-order 

interactions at the same time, this is an important 

consideration when using the machine. 

6. Conclusion 

Using all of the available user interests from multiple 

domains to create more complete user profiles and better 

recommendations has the potential to be extremely 

effective. The authors of this paper propose a new neural 

network, which they call CD-DNN, for making 

recommendations that span multiple domains. Users and 

products from a wide range of industries can be used as 

input when training the CD-DNN system. In order to 

optimise the user network in conjunction with product 

characteristics from various domains, it transforms user 

characteristics into latent spaces. Researchers found that 

CD-DNN outperformed all baseline recommender 

systems in terms of accuracy and that it alleviated the 

data sparsity problem by incorporating more data from 

different domains. They used four publicly accessible 

datasets to test their findings. By comparing our CD-

DNN to others that only use TF-IDF, letter trigrams, and 

random text representation, we discovered the word 

embedding technique. Using this comparison, we were 

able to conclude that word embedding helps extract 

semantic information from text. The model's 

factorization machine layer was assessed to see if it was 

a success or not. 
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