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Abstract: Social media is the most effective technique to obtain enormous amounts of data on tweets from the health field internationally. 

It is also a well-known source of data for anticipating healthcare-related solutions and looking for health-related phrases. In terms of income 

and employment, the health care industry has grown to become one of the biggest in the world. People may share their opinions and 

thoughts on a range of healthcare-related issues on Twitter, which is used by billions of users every day.  The research gap in topic modeling 

related to healthcare topics in social media refers to areas or aspects that have not been extensively explored or adequately addressed by 

existing studies. Here are a few potential research gaps in this domain. Many studies focus on general healthcare discussions in social 

media, but there may be specific healthcare topics or subdomains that have not received sufficient attention. Research could focus on 

exploring topic modeling techniques for niche healthcare areas like mental health, rare diseases, specific treatments, or emerging healthcare 

technologies. Most topic modeling studies in social media healthcare discussions do not account for the user context and demographics. 

Research could investigate the influence of user characteristics, such as age, gender, location, or occupation, on the topics discussed, 

providing a deeper understanding of how different demographics engage with healthcare topics. Social media platforms are highly dynamic, 

and the popularity and sentiment of healthcare topics can change rapidly. There is a need for research that focuses on analyzing the temporal 

dynamics of healthcare topics in social media and tracking the evolution of topics over time. Social media platforms not only consist of 

text-based content but also include visual and audiovisual data. Research could explore topic modeling techniques that can effectively 

integrate and analyze multimodal data, such as images, videos, or audio, in healthcare-related discussions. While various evaluation metrics 

exist for topic modeling, they may not capture the unique characteristics and challenges of healthcare-related discussions in social media. 

Developing domain-specific evaluation metrics or adapting existing metrics to better assess the quality and relevance of topics in 

healthcare-related social media data is an important research direction. Social media data often raises ethical concerns related to privacy, 

consent, and data usage. Research gaps exist in exploring ethical guidelines, data anonymization techniques, and best practices for 

conducting topic modeling research on healthcare topics in social media while ensuring privacy and confidentiality. Addressing these 

research gaps can contribute to a more comprehensive understanding of healthcare topics in social media discussions and provide valuable 

insights for healthcare practitioners, policymakers, and researchers. It can help identify emerging healthcare trends, public sentiment, and 

inform evidence-based decision-making in the healthcare domain. The main objective of this research era is By applying topic modeling 

methods such as CvLDA and DiCTM to healthcare topics in social media, researchers and practitioners can gain insights into the prevalent 

themes, concerns, and discussions in the online healthcare domain. It enables the identification of emerging topics, the monitoring of public 

perceptions and sentiments, the discovery of valuable information for public health interventions, and the understanding of patient 

experiences and needs in the digital space. 
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1. Introduction 

Sentiment analysis is a technique used to determine the 

sentiment or emotion expressed in text data. When applied 

to healthcare topics, sentiment analysis can help understand 

the attitudes, opinions, or emotional tone associated with 

those topics. Topic modeling algorithms, on the other hand, 

are used to identify latent topics or themes within a 

collection of documents. Let's explore how sentiment 

analysis can be combined with topic modeling algorithms in 

the context of healthcare topics. Topic modeling algorithms, 

such as Latent Dirichlet Allocation (LDA) or Correlated 

Topic Model (CTM), are applied to healthcare-related text 

data to identify the underlying topics or themes within the 

documents. These algorithms automatically group words 

that tend to co-occur, allowing for the discovery of latent 

topics without the need for pre-defined categories.  

Sentiment analysis techniques are then applied to the text 

data to determine the sentiment associated with each 

document or topic. Sentiment analysis can be performed 

using machine learning models, rule-based approaches, or 

lexicon-based methods. The sentiment of a document or 

topic can be categorized as positive, negative, neutral, or 

even fine-grained sentiments like happy, sad, angry, etc. 

Combining Sentiment Analysis with Topic Modeling, 
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Sentiment analysis can be applied at different levels within 

the topic modeling process. Document-level sentiment 

analysis, Determine the sentiment polarity of each 

document, indicating whether the overall sentiment 

expressed in the document is positive, negative, or neutral. 

This can provide an understanding of the overall sentiment 

distribution across healthcare topics. Topic-level sentiment 

analysis, assign sentiment scores to individual topics, 

indicating the sentiment associated with each topic. This 

allows for a more granular analysis of sentiment within 

specific healthcare themes [1]. 

Sentiment-aware topic modeling, Incorporate sentiment 

analysis as a factor in the topic modeling process. By 

considering sentiment information, the topic modeling 

algorithm can identify topics that are not only distinct in 

terms of content but also in terms of sentiment expressed. 

Insights and Applications, by combining sentiment analysis 

with topic modeling on healthcare topics, several insights 

can be derived. Identify positive and negative sentiment 

trends associated with specific healthcare topics, such as 

public perception of healthcare policies or patient 

experiences. Discover topics that are strongly associated 

with positive or negative sentiment, indicating the sentiment 

polarity of discussions related to those topics [2]. Analyze 

how sentiment evolves over time for different healthcare 

topics, allowing for the tracking of sentiment shifts or 

changes.  

Public Opinion Monitoring: Understand public sentiment 

towards healthcare policies, treatments, or healthcare 

providers. Brand Reputation Management: Assess the 

sentiment associated with healthcare organizations or 

medical products/services. Patient Feedback Analysis: 

Analyze sentiment in patient reviews or social media posts 

to gain insights into patient experiences and satisfaction 

levels. By combining sentiment analysis with topic 

modeling algorithms, analysts can gain a deeper 

understanding of sentiment dynamics within healthcare 

topics. This integration allows for a more nuanced analysis 

of emotions, opinions, and attitudes expressed in the context 

of specific healthcare themes, enabling better decision-

making, public perception monitoring, and healthcare 

improvements. A health system is any institution, project, or 

activity that has as its main objective maintaining, 

enhancing, or restoring health, according to the World 

Health institution [3-4]. 

 This includes both activities that improve health directly 

and those that have an impact on the factors that influence 

health. Social media is one of the many avenues from which 

health information may be obtained. Stakeholders can 

quickly investigate online debates taking place outside of 

conventional health settings using social media. The most 

well-known Social Networking site is Twitter, which has 

more than 320 million active users. On this platform, users 

are permitted to submit succinct comments with a character 

limit of 280. In addition to text, tweets can also include 

photos, videos, and links to other websites. Tweets can be 

liked, reposted, and replied to by users. Users who are not 

registered can just view tweets. Twitter has become a 

resource for the gathering and transmission of information 

for numerous businesses, including the health industry, due 

to its broad access to many points of view and large user 

base. Twitter is already used by health organizations to 

promote healthy lifestyle choices, identify disease 

outbreaks, study human behavior, and learn what the public 

thinks about health-related issues. On Twitter, these 

organizations also promote health. Department of Health 

and Human Services of the United States is one such 

organization that uses Twitter to share crucial health 

information with the broader public. Along with health 

organizations, a wide range of other entities, including 

persons, news sources, businesses, interest groups, and 

others, also tweet about health-related topics. If left 

untreated, the severe disease caused by the Ebola virus 

frequently results in death [5]. 

2. Related Works 

The first Bayesian machine learning models for discovering 

drugs active against the Ebola virus would be derived from 

FDA-approved medication screens. (EBOV). Three active 

compounds were found in vitro thanks to these models: 

tilorone, pyronaridine, and quinacrine. Infected mice with 

mice-adapted EBOV responded to one of these medications, 

tilorone, with 100% in vivo effectiveness. when given at a 

dose of 30 mg/kg/day intraperitoneally, according to follow-

up research. This implied that we could draw conclusions 

about EBOV inhibition from the published data and apply 

them to the selection of novel drugs for in vivo testing.  

They have also identified two other novel compounds, the 

antimalarial drug arterolane (IC50 = 4.53 M) and the 

anticancer therapeutic candidate lucanthone (IC50 = 3.27 

M), both of which exhibit minimal cytotoxicity and have 

EBOV inhibitory efficacy in HeLa cells. With the help of 

quantitative structure-activity relationship data on 

compounds that are now available and have experimental 

anti-Ebola activities, they have created a "anti-Ebola" web 

server. The "DrugRepV" database contained 355 different 

anti-Ebola drugs, along with their corresponding IC50 

values. After extracting the molecular descriptors from the 

substances, regression-based model construction was 

performed on them.  

William's plot was used to cross-evaluate the developed 

models' robustness. They believe that this will help the 

scientific community create efficient Ebola virus inhibitors. 

To create efficient predictive models, they have 

implemented three MLTs: RF, SVM, and ANN. SVM, RF, 

and ANN are three machine learning algorithms that make 

use of different operational principles. For instance, the 
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SVM is a nonlinear algorithm, the ANN is a neural network-

based approach, and the RF employs the decision tree 

algorithm family. This work intends to offer ideas on 

enhancing current research on the Ebola virus (EBOV) by 

examining the significance of machine learning (ML) 

methodologies in the prediction of tiny pharmacological 

inhibitors of EBOV. Anti-EBOV medication forecasting has 

been done using the Bayesian, Support Vector Machine, and 

Random Forest approaches, which all provide credible 

models. We describe how deep learning models could be 

used to create quick, effective, reliable, and creative 

algorithms to help with the identification of anti-EBOV 

medications since their usage for predicting anti-EBOV 

compounds is underutilized. They also investigated the deep 

neural network as a potential machine learning strategy to 

anticipate anti-EBOV medicines.  

. There is widespread concern about the lack of FDA-

approved alternative medications for the treatment of EBOV 

[6]. The study recommended employing machine learning 

techniques to evaluate how well time series projections of 

Ebola casualties performed. By testing without lag 

generation, the best results were obtained with the Random 

Tree Classifier, which had an MAE of 7.85%, RMSE value 

of 61.14%, and Direction Accuracy of 85.99%. The study 

may thus conclude that the health authorities are able to 

guarantee that the appropriate actions are taken to manage 

the outbreak by using these models to anticipate epidemic 

spread and establish public health policies [7]. This implies 

that instead of lowering inflammation directly, host-directed 

methods for reducing the severity of EVD might improve 

the control of inflammatory gene expression [8]. Between 

2000 and 2016, Uganda saw eight filovirus epidemics, more 

than any other nation in the world. To aid in epidemic 

preparation and surveillance, the location of likely filovirus 

outbreaks in Uganda is predicted using species distribution 

modelling.  

The MaxEnt program, a machine learning modelling 

technique that makes use of presence-only data, was used to 

ascertain the relationships between filoviruses and their 

habitats. From the field and online sources, presence-only 

information about filovirus epidemics was gathered. To 

achieve a nominal resolution of 1km x 1km, environmental 

variables from Africlim were downscaled. Using an average 

of 100 bootstrap iterations, the final model determined the 

relative likelihood of filoviruses in the study region. 

Utilizing Receiver Operating Characteristic (ROC) plots, 

the model was evaluated. ArcGIS 10.3 mapping software 

was used to make the maps [9]. This research provides a 

method for finding cell structures in pictures that have been 

marked for subviral particles. One may show a relationship 

between where the cell's structures are located and how the 

subviral particles are distributed inside an infected cell.  

A "Mask-R-CNN" approach that has been presented in this 

study is used to segment data. An effective and quick 

recognition of cell structures is made possible by the model, 

which is a region-based convolutional neural network. It 

also gives a description of the network architecture. Data 

verified by professionals is used to test the suggested 

method. The outcomes indicate that the procedure has a high 

potential and is appropriate. On unclassified, microscopic 

photos of infected cells, Mask R-CNN object detection is 

demonstrated. All cell membranes have been found, as can 

be shown in (a), despite the mask predictions being off.  In 

(a), the bounding box has been positioned incorrectly, 

leaving a little area near the left side of the screen 

unoccupied, preventing the green mask from completely 

enclosing the cell. Parts of the neighboring cell are covered 

by the light blue mask, erroneously identifying it. It is likely 

that a second cell is positioned behind the first one in the 

center, giving the impression that there are two nuclei in a 

single cell. Nevertheless, each group was given the 

appropriate categorization names. It was hard to locate a 

data collection of this magnitude in the medical sector.  

The goal of this project was to create synthetic data for 

neural network training and to represent a piece using only 

one delta peak. It was shown that even a little dataset is 

sufficient for that purpose, and that a simple convolutional 

network can predict particle locations with almost the same 

accuracy as the technique developed by Kienzle, Rausch, 

and colleagues [10]. 

The results of the KRA are shown alongside the 

performance of various datasets and square edge lengths. 

The resulting training dataset grows from 500 to 1000, 2000, 

and 4000, but only marginally improves the associated 

detection result. However, the KRA's performance might 

still be readily met or exceeded. On the other hand, 

increasing the square edges allows for the inclusion of 

particle estimates with a wider field of view and lengthens 

the intersection of pixels between ground truth and 

estimation, which significantly enhances the overlap 

measure. When the edge length was extended from two to 

seven, the OM for the variously sized datasets and the KRA 

rose by about [11].  

 The dataset has around 23000 data points that were acquired 

using the HTS technique. The chemicals are divided into 

two groups: low-activity class and high-activity class. At the 

end of the screening 4594 unique molecules have been 

found. 70% of the dataset is used for training, while the 

remaining 30% is shared evenly between validation and 

testing. CPE, cytotox, AlphaLISA are the few algorithms 

used for this project [12]. This study involved many deep 

learning and machine learning algorithms to be trained and 

tested. This thesis' key claim is that SARS analysis can be 

performed using ML and DL techniques and algorithms. 

The highest accuracy is given by the Deep learning models 
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of approximately 99% whereas the machine learning models 

just lagged a few percentages and recorded a score of 96%. 

Based on the test results the models were tested [13]. This 

research mainly focusses on which ML algorithm performs 

the best on the given covid-19 positive recorded samples. A 

total of 3 algorithms are used in this study (KNN, SVM, 

Naïve Bayes). In terms of precision, accuracy score, f1 score 

SVM recorded the highest and Naïve Bayes gave the least 

accuracy. 350 examples with multiple features, including 

infected and non-infected persons from various locations 

throughout the world, are included in the dataset utilized for 

this project [14]. When tested with 5-fold cross validation 

comparison the random forest method resulted in the best 

accuracy of 75% while with external data most algorithms 

underperformed with the highest being SVM with 70%. 

PCA is used to reduce the dimensionality complex of the 

compounds and make processing much easier and faster 

[15-16].  

The symptoms are classified into 3 levels. The higher the 

level, the greater the impact on the patient. Fuzzy logic is 

used to classify the symptoms into 3 different categories. 

MATLAB is used for computation of several packages [17-

18]. A system is developed under this research that will 

diagnose Lassa fever. VPES programming software is used 

to structure the process and create a framework. This 

framework assists both medicinal experts and the patients. 

The framework analyses the patient's health status using the 

information it has collected, predicts potential future 

symptoms, and aids in speedier diagnosis. Few rules are 

decided which classify whether the patient is having mild, 

heavy, or critical Lassa fever [22]. 

Problem Statement: 

The main Problem of the research study is to identify the 

highly discussed diseases in social media platforms like 

twitter which may lead to pandemic in future. Limited 

Coverage of Specific Healthcare Topics: Many studies focus 

on general healthcare discussions in social media, but there 

may be specific healthcare topics or subdomains that have 

not received sufficient attention. Research could focus on 

exploring topic modeling techniques for niche healthcare 

areas like mental health, rare diseases, specific treatments, 

or emerging healthcare technologies. Incorporation of User 

Context and Demographics: Most topic modeling studies in 

social media healthcare discussions do not account for the 

user context and demographics. Research could investigate 

the influence of user characteristics, such as age, gender, 

location, or occupation, on the topics discussed, providing a 

deeper understanding of how different demographics engage 

with healthcare topics. Dynamics and Temporal Analysis: 

Social media platforms are highly dynamic, and the 

popularity and sentiment of healthcare topics can change 

rapidly. There is a need for research that focuses on 

analyzing the temporal dynamics of healthcare topics in 

social media and tracking the evolution of topics over time. 

Incorporation of Multimodal Data: Social media platforms 

not only consist of text-based content but also include visual 

and audiovisual data. Research could explore topic 

modeling techniques that can effectively integrate and 

analyze multimodal data, such as images, videos, or audio, 

in healthcare-related discussions. 

Domain-Specific Topic Modeling Evaluation: While various 

evaluation metrics exist for topic modeling, they may not 

capture the unique characteristics and challenges of 

healthcare-related discussions in social media. Developing 

domain-specific evaluation metrics or adapting existing 

metrics to better assess the quality and relevance of topics in 

healthcare-related social media data is an important research 

direction. Ethical and Privacy Considerations: Social media 

data often raises ethical concerns related to privacy, consent, 

and data usage. Research gaps exist in exploring ethical 

guidelines, data anonymization techniques, and best 

practices for conducting topic modeling research on 

healthcare topics in social media while ensuring privacy and 

confidentiality. Addressing these research gaps can 

contribute to a more comprehensive understanding of 

healthcare topics in social media discussions and provide 

valuable insights for healthcare practitioners, policymakers, 

and researchers. It can help identify emerging healthcare 

trends, public sentiment, and inform evidence-based 

decision-making in the healthcare domain. 

Topic modeling algorithms can be integrated with the 

Hadoop Distributed File System (HDFS) to analyze 

healthcare topics in social media at scale. HDFS is a 

distributed file system that allows for the storage and 

processing of large volumes of data across multiple 

machines in a Hadoop cluster. Here's how topic modeling 

algorithms can leverage HDFS for healthcare topics in social 

media. Data Storage: HDFS can store healthcare text data 

obtained from social media platforms. The data is divided 

into blocks and distributed across multiple nodes in the 

Hadoop cluster. This distributed storage enables efficient 

handling of large-scale healthcare datasets, including text 

data from social media.
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3. Proposed Architecture 

 

Fig: 1 Control flow of Proposed Architecture 

Data Preprocessing: Prior to topic modeling, the healthcare 

text data stored in HDFS can be preprocessed using 

MapReduce or other Hadoop processing frameworks. This 

involves tasks like tokenization, stop word removal, 

stemming, and creating a document-term matrix or bag-of-

words representation. Distributed Computation: Hadoop's 

distributed processing framework enables parallel execution 

of topic modeling algorithms across multiple nodes in the 

cluster. This allows for faster processing and scalability, 

especially when dealing with large healthcare datasets. The 

data is divided into smaller chunks, and each node processes 

a portion of the data simultaneously. 

Hadoop Distributed File System with Topic Models: 

A distributed file system called Hadoop Distributed File 

System (HDFS) is made to process and store massive 

amounts of data across a cluster of computers called a 

Hadoop installation. By dividing the data among several 

cluster nodes, it offers a dependable and scalable approach 

for processing massive data. A method for finding hidden 

themes or topics in a group of papers is called topic 

modelling. Topic modelling can be used in the context of 

healthcare themes in social media to find pertinent 

healthcare-related discussions, spot trends, and learn more 

about what the general public thinks or feels. These 

approaches can be used to apply topic modelling techniques 

to healthcare-related social media topics using HDFS.

 

Fig: 2 Working control flow of HDFS with topic Models 
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In fig (2), Data Collection: Gather a large collection of social 

media posts or tweets related to healthcare. This can be done 

by leveraging APIs provided by social media platforms or 

using web scraping techniques. Data Preprocessing: 

Preprocess the collected data to remove noise, such as 

irrelevant symbols, URLs, or special characters. You may 

also want to perform text normalization, including 

lowercasing, stemming, and removing stop words. This step 

helps to standardize the text and reduce the dimensionality of 

the data. 

Data Ingestion into HDFS: Load the preprocessed data into 

HDFS by splitting it into smaller chunks and distributing 

them across the nodes in the Hadoop cluster. HDFS will 

automatically handle data replication, fault tolerance, and 

data distribution across the cluster. Topic Modeling: Apply 

topic modeling algorithms to the data stored in HDFS. One 

popular algorithm for topic modeling is Cluster Visualized 

Latent Dirichlet Allocation (CvLDA) and Distributed CTM, 

which is widely used for discovering latent topics within a 

collection of documents. You can use libraries like Apache 

Mahout or Apache Spark MLlib to perform topic modeling 

tasks in a distributed manner across the Hadoop cluster. 

Model Evaluation: Evaluate the quality and coherence of the 

generated topics by examining the most representative terms 

for each topic and assessing their semantic relevance to 

healthcare. Various metrics like topic coherence or perplexity 

can be used to measure the quality of the topic model. 

Interpretation and Analysis: Once you have generated the 

topic model, interpret, and analyze the discovered topics in 

the context of healthcare. Identify the key themes, understand 

the sentiment or opinion associated with each topic, and 

extract meaningful insights from the social media data. By 

leveraging HDFS, you can handle large volumes of social 

media data efficiently and distribute the topic modeling 

process across multiple machines in the Hadoop cluster. This 

enables you to scale your analysis and extract valuable 

healthcare-related information from social media discussions. 

Hadoop Distributed File System (HDFS) multi-node 

clustering involves setting up a cluster of multiple machines 

to store and process data in a distributed manner. In the 

context of healthcare topics, this clustering approach allows 

for efficient storage and analysis of large volumes of 

healthcare-related data. By utilizing HDFS multi-node 

clustering, healthcare organizations can store and analyze 

large volumes of healthcare data efficiently and reliably. The 

distributed nature of HDFS enables parallel processing, fault 

tolerance, and scalability, making it well-suited for handling 

the data-intensive requirements of healthcare topics. 

4. Methods and Materials 

4.1 Sample Dataset: Here are some sources for datasets on 

healthcare topics in social media, Twitter API: Twitter 

provides an API that allows access to public tweets. 

Researchers can use the Twitter API to collect healthcare-

related tweets based on specific keywords, hashtags, or user 

profiles. Kaggle: Kaggle is a popular platform for datasets, 

and it hosts various datasets related to healthcare topics in 

social media. You can search for healthcare or social media 

datasets on Kaggle and filter the results to find relevant 

datasets. MIMIC-III: The Medical Information Mart for 

Intensive Care (MIMIC) database includes de-identified 

health data, including text notes from intensive care units. 

Researchers can utilize text notes to extract healthcare-related 

discussions from social media platforms. Social media 

research platforms: Some dedicated platforms provide access 

to social media data for research purposes. Examples include 

GNIP, Social Studio, or Crimson Hexagon. These platforms 

often require subscription or licensing. Research 

publications: Many research papers related to healthcare 

topics in social media provide access to their datasets as 

supplementary material. Checking the publications in this 

field and accessing the associated datasets can be a valuable 

resource [21]. 

4.2 Research collaborations: Collaborating with research 

institutions or organizations involved in healthcare and social 

media research can provide access to proprietary datasets or 

access to data through partnerships. Academic repositories: 

Universities and research institutions may have their 

repositories hosting datasets related to healthcare topics in 

social media. Exploring institutional repositories or 

contacting researchers in the field can help identify available 

datasets. Remember to review and comply with the terms of 

use, privacy guidelines, and ethical considerations associated 

with each dataset source. Additionally, ensure that the 

datasets are relevant to your specific research goals and 

adhere to any data anonymization or de-identification 

protocols. The dataset is Biotext, which includes Medline-

collected abstracts of diseases and therapies available in table 

(1). 

weblink:(http://biotext.berkeley.edu/data/dis treat data.html). 

Table 1: Data set 

Data set Name Document Preprocess Terms Unique Terms 

Biotext 40 25921 10267 

Twitter 58927 395635 25309 

 

 

http://biotext.berkeley.edu/data/dis%20treat%20data.html
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a) Data Preprocessing  

Natural language text data is noisy and unstructured. Before 

text can be fed into a model for additional analysis and 

learning, it must be translated into a clear and consistent 

format. Text preprocessing methods can be broad, making 

them applicable to a wide range of applications, or they can 

be tailored to achieve a particular objective. An NLP pipeline 

for categorizing texts may comprise sentence segmentation, 

word tokenization, lowercasing, stemming or lemmatization, 

stop word removal, and spelling correction. 

b) Result Aggregation: The results of the topic 

modeling algorithms, such as the identified topics, their 

keywords, and document-topic distributions, can be 

aggregated from the distributed nodes. This consolidation of 

results helps in understanding the prevalent healthcare topics 

discussed in social media and their associations. Post-

Processing and Visualization: Once the topic modeling 

results are obtained, further analysis can be performed on the 

data stored in HDFS. This may include post-processing steps 

like sentiment analysis, clustering, or association rule mining 

to gain deeper insights into healthcare topics in social media. 

Visualization techniques can be employed to present the 

results in an interpretable manner. By leveraging the 

capabilities of HDFS, topic modeling algorithms can 

efficiently process and analyze large volumes of healthcare 

text data from social media platforms. The distributed nature 

of HDFS enables parallel computation, scalability, fault 

tolerance, and storage of the processed data, making it a 

valuable platform for topic modeling tasks related to 

healthcare in social media. 

4.3 The Bag of Words (BoW) Algorithm: 

A common method for transforming text data into a 

numerical format for additional analysis is the bag-of-

words representation. The bag-of-words approach 

would entail extracting a lexicon of distinctive words 

from the text data and representing each document as a 

vector reflecting the presence or frequency of these 

words in the context of healthcare issues in social 

media. Here's an illustration of how the bag-of-words 

metaphor might be used to describe healthcare-related 

social media topics. 

Data Collection: Gather a dataset of social media posts 

or text data related to healthcare topics in social media 

(e.g., tweets, forum posts, blog comments). Ensure that 

the data is relevant to healthcare discussions and 

contains the necessary information for analysis. Text 

Preprocessing: Clean the text data by removing noise, 

such as URLs, hashtags, punctuation, and special 

characters. Convert the text to lowercase for 

consistency. Perform tokenization to split the text into 

individual words or tokens. Remove stop words, which 

are common words that do not carry much meaning 

(e.g., "the," "and" "in"). 

4.4Building the Vocabulary: Create a vocabulary by 

identifying all unique words across the preprocessed 

documents. Each unique word will become a feature or 

dimension in the bag-of-words representation. Bag-of-

Words Encoding: Represent each document as a vector 

in the bag-of-words format. Assign a value to each 

dimension of the vector, indicating the presence or 

frequency of the corresponding word in the document. 

Common approaches include using binary values (0/1) 

to indicate presence or term frequency (TF) to represent 

the number of occurrences of each word in the 

document. For example, let's say we have the following 

two social media posts related to healthcare: Post 1: "I 

just got vaccinated, and it feels great!" Post 2: 

"Healthcare access is a major concern in rural 

areas." After preprocessing, the vocabulary may 

consist of the following words: "vaccinated," "feels," 

"great," "healthcare," "access," "major," "concern," 

"rural," "areas." The bag-of-words representation for 

each document would be Post 1: [1, 1, 1, 0, 0, 0, 0, 0, 

0] and Post 2: [0, 0, 0, 1, 1, 1, 1, 1, 1] 

In this representation, each position in the vector 

corresponds to a specific word in the vocabulary, and a 

value of 1 indicates the presence of the word in the 

document. The bag-of-words representation allows for 

further analysis, such as clustering, classification, or 

topic modeling, on the healthcare topics in social media 

data. It provides a numerical format that can be 

processed by machine learning algorithms to gain 

insights from the text data. The bag-of-words 

representation is a simple and intuitive way to convert 

text data into a numerical format. It involves creating a 

vocabulary of unique words and representing each 

document as a vector indicating the presence or 

frequency of these words. Here are the mathematical 

equations involved in the bag-of-words representation 

with a numerical example related to healthcare topics. 

Vocabulary Creation: Let's assume we have a 

collection of three healthcare-related documents: D1, 

D2, D3. We extract all the unique words from these 

documents to create a vocabulary. Let's say our 

vocabulary consists of six words: {health, care, 

hospital, patient, medicine, treatment}. 

4.5 Term Frequency (TF): Term Frequency 

measures how often a term appears in a document. 

We calculate the term frequency for each word in each 

document using the following equation (Eq1). 

TF(t, d) = 
(𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒐𝒄𝒄𝒖𝒓𝒓𝒆𝒏𝒄𝒆𝒔 𝒐𝒇 𝒕𝒆𝒓𝒎 𝒕 𝒊𝒏 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕 𝒅) 

(𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒕𝒆𝒓𝒎𝒔 𝒊𝒏 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕 𝒅).
             

Eq(1) 
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Let's calculate the term frequencies for each word in 

each document in table (2)

Table 2: Term Frequencies for each word in each document. 

Document health care hospital patient medicine treatment 

D1 2 1 0 3 1 0 

D2 1 2 2 1 0 0 

D3 0 0 3 1 2 1 

 

4.7 Document-Term Matrix: 

The Document-Term Matrix (DTM) is a matrix that 

can be used to represent the term frequencies of each 

word in each document. The columns of the matrix 

represent the vocabulary words, while the rows 

represent the documents. The term frequency of each 

item in the matrix corresponds to the frequency of the 

word in the relevant document. This is how the DTM 

for our case would seem, and it is shown in table (3).

 

Table 3: DTM 

Document health care hospital patient medicine treatment 

D1 2 1 0 3 1 0 

D2 1 2 2 1 0 0 

D3 0 0 3 1 2 1 

 

Bag-of-Words Encoding: The bag-of-words encoding 

allows us to encode each document as a vector. A vector is 

used to represent each page, and its members are the term 

frequencies of the vocabulary terms. For our case, the bag-

of-words vectors would be. 

Table 4: BoW 

Document health care hospital patient medicine treatment 

D1 2 1 0 3 1 0 

D2 1 2 2 1 0 0 

D3 0 0 3 1 2 1 

 

D1: [2, 1, 0, 3, 1, 0], D2: [1, 2, 2, 1, 0, 0] and D3: [0, 0, 3, 1, 

2, 1]. In this example, we started with three healthcare-

related documents and created a vocabulary of six words. 

We then calculated the term frequencies for each word in 

each document and represented the documents as bag-of-

words vectors. The bag-of-words representation allows us to 

perform further analysis on the healthcare topics, such as 

clustering, classification, or topic modeling, using the 

numerical vectors instead of raw text data. 

4.8 Term Frequency-Inverse Document 

Frequency (TF-IDF): 

A numerical statistic called TF-IDF (Term Frequency-

Inverse Document Frequency) measures the significance of 

a phrase in a document within a collection of documents. It 

is frequently employed in text mining and information 

retrieval activities. The mathematical formulas for 

determining TF- IDF are as follows: Frequency of Terms 

(TF) The frequency at which a term appears in a document 

is measured. It is determined mathematically in Eq. (2) as 

the total number of terms in the document (n) divided by the 

number of times a term (t) appears in the document (d). 

   TF(t, d) = 
(𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒐𝒄𝒄𝒖𝒓𝒓𝒆𝒏𝒄𝒆𝒔 𝒐𝒇 𝒕𝒆𝒓𝒎 𝒕 𝒊𝒏 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕 𝒅) 

(𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒕𝒆𝒓𝒎𝒔 𝒊𝒏 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕 𝒅).
                

Eq(2) 

4.9 Inverse Document Frequency (IDF): The inverse 

document frequency measures the rarity or uniqueness of a 

term across a collection of documents. It is calculated as the 

logarithm of the total number of documents (N) divided by 

the number of documents that contain the term (df(t)). 

Mathematically, 

IDF(t) = log (N / df(t)).                           Eq(3) 
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4.10 TF-IDF: 

The TF-IDF score combines the term frequency and inverse 

document frequency to determine the importance of a term 

in a specific document within a collection. 

It is calculated as the product of the term frequency (TF) and 

the inverse document frequency (IDF). 

Mathematically, 

 TF-IDF (t, d) = TF (t, d) * IDF(t). Eq(4) 

Now, let's illustrate the calculation of TF-IDF with a 

numerical example. Consider a collection of documents with 

three documents (D1, D2, D3) and a vocabulary of five 

terms (T1, T2, T3, T4, T5). The term frequencies (TF) and 

document frequencies (DF) for each term are available in 

table (5). 

Table 5:TF-IDF 

Term D1 D2 D3 DF 

T1 3 0 2 2 

T2 1 2 0 2 

T3 2 0 1 2 

T4 0 4 0 1 

T5 1 1 1 3 

 

To calculate the TF-IDF score for each term in each 

document, Calculate the Term Frequency (TF) for each term 

in each document. For example, TF (T1, D1) = 3 / (3 + 1 + 

2 + 0 + 1) = 0. 375.Calculate the Inverse Document 

Frequency (IDF) for each term. For example, IDF(T1) = log 

(3 / 2) = 0.176. Multiply the TF and IDF to obtain the TF-

IDF score for each term in each document. For example, TF-

IDF (T1, D1) = 0.375 * 0.176 = 0. 066.Repeat these steps 

for each term and document to calculate the TF-IDF scores 

for the entire collection. The TF-IDF scores provide a 

numerical representation of the importance of each term in 

each document, where higher scores indicate greater 

relevance. This information can be used for various tasks 

such as keyword extraction, document ranking, text 

classification, and information retrieval. 

NLTK (Natural Language Toolkit) is a popular Python 

library that provides various tools and resources for natural 

language processing tasks. While NLTK itself does not 

directly implement topic modeling algorithms, it offers 

several components and functionalities that can be used in 

conjunction with topic modeling techniques for healthcare 

topics. Here are some ways NLTK can be utilized. Text 

Preprocessing: NLTK provides a range of preprocessing 

functions for cleaning and transforming text data. This 

includes tokenization, stop word removal, stemming, 

lemmatization, and handling of special characters. These 

preprocessing steps are crucial in preparing textual data for 

topic modeling. Part-of-Speech Tagging: NLTK's part-of-

speech tagging capabilities allow for the identification of 

different grammatical elements in text, such as nouns, verbs, 

adjectives, and adverbs. This information can be useful in 

filtering or enhancing the topic modeling process by 

considering specific parts of speech that are more relevant 

to healthcare topics. 

Named Entity Recognition: NLTK offers named entity 

recognition functionality to identify and classify named 

entities in text, such as medical terms, drugs, diseases, and 

healthcare organizations. Incorporating named entity 

recognition can help improve the accuracy and specificity of 

topic modeling results by focusing on healthcare-specific 

entities. Corpus Management: NLTK provides utilities for 

managing corpora, which are collections of text documents. 

This can be helpful in organizing and processing healthcare-

related text data from social media sources or other 

healthcare-specific datasets. Language Modeling: NLTK 

offers tools for language modeling, including n-gram 

models and smoothing techniques. Language modeling can 

complement topic modeling by capturing the statistical 

relationships between words and improving the coherence 

of topics extracted from healthcare texts. Sentiment 

Analysis: NLTK includes sentiment analysis capabilities 

that can be used to analyze the sentiment or polarity of 

healthcare-related social media posts. Integrating sentiment 

analysis with topic modeling can provide additional insights 

into the emotional or subjective aspects of healthcare 

discussions on social media. While NLTK itself may not 

provide topic modeling algorithms out of the box, it serves 

as a valuable toolkit for text preprocessing, linguistic 

analysis, and general NLP tasks that can enhance the topic 

modeling process for healthcare topics. Researchers and 

practitioners can leverage NLTK's functionalities in 

combination with dedicated topic modeling libraries, such 

as Gensim or scikit-learn, to develop comprehensive topic 

modeling pipelines for healthcare text data. 

4.11 Document-Term Matrix: 

The Document-Term Matrix (DTM) is a crucial 

representation used to analyze healthcare topics in social 
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media. Let's explore how DTM works in the context of 

healthcare discussions. Data Collection: Gather a collection 

of social media posts or tweets related to healthcare topics 

from platforms like Twitter. These posts may cover a wide 

range of subjects, such as diseases, treatments, healthcare 

policies, public health campaigns, or personal experiences. 

Preprocessing: Perform preprocessing steps to clean and 

prepare the text data for analysis. Steps may include 

removing punctuation, converting text to lowercase, 

removing stop words (common words like "and" "the," etc.), 

and handling special characters or URLs. Tokenization: 

Tokenize the preprocessed text by splitting it into individual 

words or terms. 

For example, the sentence "I had a flu shot today" would be 

tokenized into ["I," "had," "a," "flu," "shot," "today"]. 

Vocabulary Creation: Create a vocabulary of unique terms 

from the tokenized text. Each term represents a word that 

appears in the social media posts. The vocabulary helps 

create the columns of the DTM. Construction of DTM: 

Construct the DTM, where each row represents a social 

media post or tweet, and each column corresponds to a term 

from the vocabulary. The entries in the matrix represent the 

frequency, occurrence, or weighting of each term in each 

document. DTM can be binary (indicating presence or 

absence of a term), frequency-based (count of term 

occurrences), or TF-IDF weighted (reflecting term 

importance). DTM Representation: The DTM serves as a 

numerical representation of social media data, enabling 

quantitative analysis and modeling. Each entry in the matrix 

reflects the importance or relevance of a term within a 

specific document. 

The DTM captures the distribution of terms across the 

documents and allows for various computational techniques 

to be applied. Analysis and Interpretation: With the DTM 

constructed, various analyses can be performed on 

healthcare topics in social media. Topic Modeling: 

Techniques like Latent Dirichlet Allocation (LDA) or 

Correlated Topic Modeling on healthcare be applied to 

identify latent topics within the documents. Sentiment 

Analysis: Sentiment analysis algorithms can assess the 

polarity (positive, negative, neutral) of the text to gauge 

public opinion on healthcare topics. Keyword Extraction: 

Statistical methods or natural language processing 

techniques can identify frequently occurring or important 

keywords related to healthcare. 

Clustering or Classification: Machine learning algorithms 

can group or classify documents based on their content, 

helping identify distinct themes or categories within 

healthcare discussions. By utilizing the Document-Term 

Matrix (DTM) representation, analysts can gain insights into 

the patterns, trends, and themes related to healthcare topics 

in social media discussions. The DTM serves as a 

foundation for various computational and analytical 

techniques, enabling researchers to explore, understand, and 

extract valuable information from the vast amount of textual 

data available in social media platforms. 

Assume that the corpus comprises the following three 

Documents: 

Document 1: He is suffering from heart disease. 

Document 2: These diseases usually move quickly 

through a population. 

Document 3: The disease is usually more serious in 

adults. 

A document-word matrix, or DTM as it is often known, may 

represent any corpus, or group of documents. It is well 

knowledge that the first stage of text data processing entails 

text cleaning, preprocessing, and tokenization. Get the 

following document word matrix after preprocessing the 

documents, which includes, the words are designated by the 

letters W1 through W4, while the three sheets are marked by 

the letters D1, D2, and D3. As a result, the matrix is shaped 

as follows: 3 * 4 (three rows by four columns):

 

Table:6 Document Word Matrix 

 W1 W2 W3 W4 

D1 0 1 1 0 

D2 0 0 1 1 

D3 1 1 1 0 

 

Most of the corpus is now represented using the previously 

mentioned document-word matrix, where each row 

represents a document, and each column represents a token 

or word. 

 

4.12 Cluster Visualized Latent Dirichlet Allocation 

(CvLDA): 

Cluster Visualized Latent Dirichlet Allocation (LDA) is a 

topic modeling algorithm that can be applied to healthcare 

topics in social media, such as Twitter, to uncover latent 

themes and patterns within the discussions. LDA is 
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particularly useful for analyzing large volumes of text data 

and identifying the underlying topics without prior labeling 

or knowledge. Here's how LDA is related to healthcare 

topics on Twitter. Data Collection: Collect a dataset of 

healthcare-related tweets from Twitter using appropriate 

keywords and filters. This dataset should consist of tweets 

discussing various healthcare topics like diseases, 

treatments, healthcare providers, public health issues, and 

more. Preprocessing: Clean the collected tweets by 

removing noise, such as URLs, hashtags, user mentions, and 

irrelevant characters. Tokenize the tweets into individual 

words and perform other preprocessing tasks like stemming, 

stop-word removal, and lowercasing. First, decide on the 

number of topics you want to extract from the Twitter 

dataset. This will depend on the specific healthcare domain 

and the granularity of topics you are interested in. Second, 

Apply the LDA algorithm to the preprocessed tweets to 

estimate the topic-word distributions and document-topic 

distributions. This involves running the algorithm iterations 

to learn the model parameters. Topic Interpretation: 

Analyze the learned LDA model to interpret the discovered 

topics and their associated words. Each 

topic will represent a specific healthcare theme discussed on 

Twitter, such as diabetes, mental health, vaccination, or 

healthcare policies. By examining the top words in each 

topic, you can understand the content and focus of the 

discussions related to each topic. Topic Visualization and 

Analysis: Visualize the results of the LDA model to gain 

insights into the healthcare topics being discussed on 

Twitter. Techniques like word clouds, topic networks, or 

topic distributions can help you understand the prevalence 

and relationships between different healthcare themes. 

Track the trends and patterns of healthcare topics on Twitter 

over time. This can assist in monitoring public opinion, 

identifying emerging health concerns, or evaluating the 

impact of healthcare campaigns or policies. Analyze the 

sentiment associated with each healthcare topic to 

understand public sentiment or opinion towards specific 

health issues, treatments, or healthcare providers. Content 

Recommendation: Utilize the LDA model to improve 

content recommendation systems in the healthcare domain 

on social media platforms. By associating tweets with 

relevant topics, you can enhance the accuracy of 

recommending healthcare information or resources to users. 

Applying LDA to healthcare topics on Twitter enables a 

deeper understanding of the discussions, prevalent themes, 

sentiment, and emerging trends in the healthcare domain. It 

can provide valuable insights to healthcare professionals, 

policymakers, researchers, and enable more targeted and 

informed decision-making. 

Algorithm: CvLDA 

1. Notations: 

a. D→no. of documents 

b. N→no.of words in a document 

c. K→no. of  topics 

d. w→Word index in the vocabulary 

e. d→Document index 

f. z→ Topic index 

2. Topic Proportions: 

a. θ_d→Topic proportions for document d 

b. θ_d ~ Dirichlet(α), where α is a hyperparameter 

3. Word Distribution: 

a. β_k→ Word distribution for topic k 

b. β_k ~ Dirichlet(η), where η is a hyperparameter 

4. Topic Assignment: 

a. z_dn→Topic assignment for word n in document d 

b. z_dn ~ Multinomial(θ_d), representing the probability of word n belonging to each topic in document d 

5. Word Generation: 

a. w_dn→Observed word in document d at position n 

b. w_dn ~ Multinomial(β_{z_dn}), indicating the probability of each word being generated from the topic assigned to 
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it 

6. Latent Dirichlet Allocation Equation: 

a. P(w_dn = w | θ_d, β, z_dn) = ∑_k P(w_dn = w | z_dn = k, β_k) * P(z_dn = k | θ_d) 

b. This equation calculates the probability of observing word w in position n of document d, given the topic proportions 

θ_d, word distributions β, and topic assignment z_dn. 

7. Joint Probability of the Model: 

a. P(w, θ, β, z | α, η) = ∏_d P(θ_d | α) * (∏_k P(β_k | η)) * (∏_n P(z_dn | θ_d)) * P(w_dn = w | β_{z_dn}) 

b. This equation represents the joint probability of the observed words, topic proportions, word distributions, and topic 

assignments, given the hyperparameters α and η. 

In order to classify or categorize the text in a document 

and the words per subject, Latent Dirichlet Allocation 

(LDA), a method and strategy for topic modelling, 

employs models based on Dirichlet distributions and 

processes. The LDA is based on two important hypotheses 

that-Documents have a variety of themes, and topics 

contain a variety of tokens (or words). Additionally, the 

probability distribution is used to create the words derived 

from these topics. In contrast to the probability density (or 

distribution) of words in texts, topics in documents have a 

different distribution or probability density. The two 

fundamental presumptions outlined above are first applied 

to the corpus via LDA. 

4.13 Distributed Correlated Topic Model (DiCTM)  

The Distributed Correlated Topic Model (CTM) can be 

applied to health care topics in social media, such as 

Twitter, to extract meaningful and correlated themes from 

the discussions and posts. By analyzing the content shared 

on Twitter, the CTM can help identify and understand the 

interrelationships between different health care topics 

being discussed by users. Here's how DiCTM can be 

related to health care topics on Twitter. Data Collection: 

Collect a large dataset of health-related tweets from Twitter 

using appropriate keywords and filters. This dataset will 

consist of tweets related to various health care topics, such 

as diseases, treatments, symptoms, medications, healthcare 

policies, and more. Preprocessing: Clean the collected 

tweets by removing noise, such as irrelevant characters, 

URLs, hashtags, and user mentions. Tokenize the tweets 

into individual words and perform other preprocessing 

tasks like stemming, stop-word removal, and lowercasing. 

Determine the Number of Topics: Decide the number of 

topics you want to extract from the Twitter dataset. This 

will depend on the specific health care domain and the 

granularity of topics you are interested in. Model Training: 

Apply the CTM algorithm to the preprocessed tweets to 

estimate the topic proportions, topic correlations, and word 

distributions. This involves running the E-step and M-step 

iterations of the CTM algorithm to learn the model 

parameters. Topic Interpretation: Analyze the learned 

model to interpret the discovered topics and their 

correlations. Each topic will represent a specific health care 

theme discussed on Twitter, and the correlations between 

topics will capture the relationships and dependencies 

among these themes. Topic Visualization and Analysis: 

Visualize the results of the DiCTM to gain insights into the 

health care topics being discussed on Twitter. You can use 

techniques such as word clouds, topic networks, or topic 

distributions to understand the prevalence and relationships 

between different health care themes. 

In Fig (3),The block diagram for the Distributed Correlated 

Topic Model typically consists of the following 

components. Input Data: This represents the collection of 

documents or textual data on which the CTM will be 

applied. It could be a dataset of healthcare-related topics in 

social media, for example. Text Preprocessing: This 

module involves the preprocessing steps such as 

tokenization, stop word removal, stemming, and other 

techniques to clean and prepare the textual data for further 

analysis. Topic Model Training: This component 

represents the training phase of the CTM. It involves 

applying the CTM algorithm on the preprocessed text data 

to estimate the topic proportions and correlations between 

topics. 

Topic Modeling Output: This module generates the 

output of the CTM algorithm, which includes the estimated 

topics, their associated probabilities, and the topic 

correlations. This information helps in understanding the 

underlying themes and relationships between topics in the 

dataset. Post-processing and Analysis: After obtaining the 

topic modeling output, this module involves further 

analysis and interpretation of the results. It may include 

tasks such as topic labeling, topic coherence evaluation, 

topic visualization, and extracting insights from the 

modeled topics. Evaluation and Validation: This 

component assesses the quality and effectiveness of the 

CTM by evaluating various metrics, such as coherence 

scores, perplexity, or other domain-specific evaluation 

measures. It helps in validating the performance of the 

DiCTM on the healthcare topics in social media. 

Trend Analysis: Identify the trends and patterns of health 

care topics on Twitter over time. This can help in 
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monitoring public opinion, tracking emerging health 

issues, or assessing the impact of health campaigns or 

policies. Sentiment Analysis: Analyze the sentiment 

associated with each health care topic to understand the 

public sentiment or opinion towards specific health issues, 

treatments, or healthcare providers. Information Retrieval: 

Utilize the DiCTM to improve information retrieval in the 

health care domain on social media platforms. By 

associating tweets with relevant topics, you can enhance 

the accuracy of retrieving health-related information from 

Twitter. Applying the DiCTM to health care topics on 

Twitter allows for a comprehensive analysis of the 

discussions, correlations between topics, and emerging 

trends. It can assist in understanding public health 

concerns, tracking public sentiment, and providing 

valuable insights to healthcare professionals, 

policymakers, and researchers.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig:3 Control Flow of Distributed CTM 

Application and Decision-making: This final module 

involves applying the DiCTM results to practical 

applications in healthcare. It could include tasks such as 

topic-based recommendation systems, trend analysis, 

opinion mining, or other applications that leverage the 

knowledge extracted from the topic modeling process.

  

Algorithm: DiCTM 

1. Notations: 

a. D→no. of documents 

b. N→no. of words in a document 

c. K→no. of topics 

d. w→Word index in the vocabulary 

e. d→Document index 

f. z→Topic index 

2. Topic Proportions: 

a. θ_d→ Topic proportions for document d 

b. θ_d ~ Dirichlet(α), where α is a hyperparameter 

3. Word Distribution: 

Text Pre-Processing 

Topic Model Training 

Topic Modeling Output 

Post-Preprocessing and Analysis 

Evaluation and Validation 

Application and decision Making  

HDFS 

Input Data 
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a. β_k→ Word distribution for topic k 

b. β_k ~ Dirichlet(η), where η is a hyperparameter 

4. Correlation Matrix: 

a. ρ→ Correlation matrix of size K x K, capturing the correlations between topics 

b. ρ_kl: Correlation coefficient between topic k and topic l 

5. Topic Assignment: 

a. z_dn→ Topic assignment for word n in document d 

b. z_dn ~ Multinomial(θ_d), representing the probability of word n belonging to each topic in document d 

6. Word Generation: 

a. w_dn→ Observed word in document d at position n 

b. w_dn ~ Multinomial(β_{z_dn}), indicating the probability of each word being generated from the topic 

assigned to it 

7. Correlated Topic Model Equation: 

a. P(w_dn = w | θ_d, β, z_dn) = ∑_k θ_{dk} * β_{kw} This equation computes the probability of observing 

word w in position n of document d, given the topic proportions θ_d, word distribution β, and topic assignment z_dn. 

8. Joint Probability of the Model: 

a. P(w, θ, β, z | α, η, ρ) = ∏_d P(θ_d | α) * (∏_k P(β_k | η)) * (∏_n P(z_dn | θ_d)) * P(w_dn = w | β_{z_dn}) 

This equation represents the joint probability of the observed words, topic proportions, word distributions, and topic 

assignments, given the hyperparameters α, η, and the correlation matrix ρ. 

9. Inference: 

a. The inference process in DiCTM involves estimating the posterior distribution of the latent variables (topic 

proportions θ, word distributions β, and topic assignments z) given the observed words w and the model parameters 

α, η, and ρ. This is typically done using variational inference or Gibbs sampling. 

 

The equations mentioned above provide the foundations for 

the Correlated Topic Model and its probabilistic modeling 

of correlations between topics in a document collection. 

These equations are utilized in the estimation and inference 

steps to uncover the latent thematic structure and topic 

correlations within the data. 

DiCTM stands for Distributed Correlated Topic Model, 

which is a probabilistic topic model that extends the Latent 

Dirichlet Allocation (LDA) algorithm by incorporating 

correlations among topics. While LDA assumes that topics 

are independent of each other, DiCTM relaxes this 

assumption and allows for correlations between topics. The 

Correlated Topic Model addresses the limitations of LDA 

by introducing a correlation matrix that models the pairwise 

relationships between topics. This correlation matrix 

captures the dependencies or associations between different 

topics in the document collection. The DiCTM assumes that 

the topic proportions within each document are drawn from 

a multivariate Gaussian distribution, where the meaning is 

determined by the document-specific topic correlations. 

 

 

4.14 Evaluations Metrics: 

Normalized Mutual Information (NMI) is a measure of the 

similarity or mutual dependence between two sets of 

variables. In the context of topic modeling applied to 

healthcare topics in social media, NMI can be used to assess 

the agreement between the discovered topics and predefined 

topic labels or ground truth information. Here's how NMI 

can be applied to evaluate topic modeling results in 

healthcare social media analysis. 

Topic Modeling: Apply a topic modeling algorithm, such as 

Latent Dirichlet Allocation (LDA), Distributed Correlated 

Topic Model (CTM), or any other relevant approach, to 

extract topics from healthcare-related social media data. The 

output of the topic modeling process is a set of topics, each 

represented by a distribution of words. Predefined Topic 

Labels: Establish a set of predefined topic labels or ground 

truth information that reflect the expected topics related to 

healthcare in social media. These labels can be created 

through expert knowledge, domain-specific guidelines, or 

manual annotation of a subset of the data. Document-Topic 

Assignment: Assign each document in the social media 

dataset to the most relevant topic based on the topic 
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modeling results. This assignment is typically done by 

considering the probabilities of the document belonging to 

different topics, as inferred from the topic modeling 

algorithm. NMI Calculation: Calculate the Normalized 

Mutual Information between the predefined topic labels and 

the assigned topics for the documents. 

NMI measures the similarity between the two sets of labels, 

considering both the relative overlap and the size of the sets. 

NMI ranges between 0 (no similarity) and 1 (perfect 

agreement). Interpretation: A higher NMI value indicates a 

higher level of agreement between the discovered topics and 

the predefined labels, suggesting that the topic modeling 

algorithm has successfully captured the expected topics in 

the healthcare social media data. A lower NMI value 

indicates less agreement, implying that the discovered topics 

may not align well with the predefined labels or that the 

predefined labels themselves may have limitations. By using 

NMI, researchers can quantitatively evaluate the 

performance of their topic modeling approach in relation to 

predefined topic labels or ground truth information. This 

evaluation provides insights into the effectiveness and 

alignment of the topics discovered through topic modeling 

with the expected healthcare topics in social media. 

Normalized Mutual Information (NMI) is a measure used to 

assess the similarity or agreement between two sets of 

labels. It quantifies the mutual dependence or information 

shared between the sets. Here is the mathematical equation 

for calculating NMI: 

NMI = (2 * I (X, Y)) / (H(X) + H(Y))                                 Eq(5) 

Where NMI represents Normalized Mutual Information. I(X, 

Y) is the Mutual Information between the two sets of labels 

X and Y. H(X) and H(Y) are the entropies of X and Y, 

respectively. The Mutual Information (I(X, Y)) between two 

sets of labels is calculated using the following equation: 

I (X, Y) = ∑∑ P(x, y) * log(P(x, y) / (P(x) * P(y))) Eq(6) 

Where: P (x, y) is the joint probability of observing the pair 

(x, y) in the two sets of labels. P(x) and P(y) are the marginal 

probabilities of observing labels x and y, respectively. The 

entropy (H(X) or H(Y)) of a set of labels is calculated as: 

  H(X) = - ∑ P(x) * log(P(x))                                                    

Eq(7) 

Where: P(x) is the probability of observing label x in the set. 

Now, let's illustrate the calculation of NMI with a numerical 

example: Suppose we have two sets of labels X and Y, and 

we want to calculate their NMI. Here are the contingency 

tables representing the co-occurrence frequencies of the 

labels.

Table:7 NMI 

 Y1 Y2 Y3 

X1 10 5 2 

X2 3 8 4 

to calculate NMI, first need to Calculate the joint 

probabilities. P(x, y): P(X1, Y1) = 10 / (10 + 5 + 2 + 3 + 8 + 

4) = 0.370 , P(X1, Y2) = 5 / (10 + 5 + 2 + 3 + 8 + 4) = 

0.185,P(X1, Y3) = 2 / (10 + 5 + 2 + 3 + 8 + 4) = 0.074,P(X2, 

Y1) = 3 / (10 + 5 + 2 + 3 + 8 + 4) = 0.111,P(X2, Y2) = 8 / 

(10 + 5 + 2 + 3 + 8 + 4) = 0.296,P(X2, Y3) = 4 / (10 + 5 + 2 

+ 3 + 8 + 4) = 0.148.  Calculate the marginal probabilities 

P(x) and P(y):P(X1) = (10 + 5 + 2) / (10 + 5 + 2 + 3 + 8 + 

4) = 0.481, P(X2) = (3 + 8 + 4) / (10 + 5 + 2 + 3 + 8 + 4) = 

0.519, P(Y1) = (10 + 3) / (10 + 5 + 2 + 3 + 8 + 4) = 0.407, 

P(Y2)=(5+8)/ (10 + 5 + 2 + 3 + 8 + 4)=0.375, P(Y2)=(2+4)/ 

(10 + 5 + 2 + 3 + 8 + 4)=0.187. 

4.15 Cosine Similarity 

Cosine similarity is a measure that quantifies the similarity 

between two vectors in a vector space. In the context of topic 

modeling applied to healthcare topics in social media, cosine 

similarity can be used to assess the similarity between topics 

based on their word distributions. Here's how cosine 

similarity can be applied. Topic Modeling: Apply a topic 

modeling algorithm, such as Latent Dirichlet Allocation 

(LDA), Distributed Correlated Topic Model (DiCTM), or 

any other relevant approach, to extract topics from 

healthcare-related social media data. The output of the topic 

modeling process is a set of topics, each represented by a 

distribution of words. 

Word Vector Representation: Represent each topic as a 

vector in a high-dimensional space, where each dimension 

corresponds to a unique word in the vocabulary. The value 

of each dimension represents the weight or probability of the 

corresponding word in the topic's word distribution. Cosine 

Similarity Calculation: Calculate the cosine similarity 

between pairs of topic vectors. The cosine similarity 

between two topic vectors A and B is computed as the cosine 

of the angle between the vectors, and it ranges from -1 to 1.   

cosine similarity (A, B) =
(𝑨 · 𝑩) 

(||𝑨|| ∗ ||𝑩||)   
                    Eq (8)                                          

where (A · B) represents the dot product of vectors A and B, 

and ||A|| and ||B|| represent their respective Euclidean norms 

[19]. 
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Interpretation: A cosine similarity of 1 indicates that two 

topics have identical word distributions, meaning they are 

highly similar. A cosine similarity of 0 suggests that two 

topics are dissimilar and have no overlap in their word 

distributions. A cosine similarity of -1 indicates that two 

topics have completely opposite word distributions. By 

calculating cosine similarity between topics, researchers can 

identify similar or related topics within the healthcare social 

media data. This information can be useful for grouping 

related topics, identifying topic clusters, or identifying 

topics that are semantically similar in terms of the words 

they contain. It provides a quantitative measure to assess the 

similarity between topics and can aid in understanding the 

relationships between different healthcare topics in social 

media discussions. 

Precision, recall, and F1 score are commonly used 

evaluation metrics in topic modeling tasks related to 

healthcare topics in social media. These metrics help assess 

the performance and effectiveness of the topic modeling 

algorithms. Here's an explanation of the mathematical 

equations for precision, recall, and F1 score: Precision: 

Precision measures the proportion of correctly identified 

topics (true positives) out of all the topics identified by the 

model. It provides an indication of how reliable the model is 

in identifying relevant topics. 

 Precision = 
𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬 

(𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬 + 𝐅𝐚𝐥𝐬𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬) 
                Eq (9) 

True Positives (TP): The number of topics correctly 

identified as positive (relevant topics). False Positives (FP): 

The number of topics incorrectly identified as positive (non-

relevant topics identified as relevant). A high precision score 

indicates a low false positive rate, meaning the model is 

accurately identifying relevant topics without many false 

alarms. Recall: Recall, also known as sensitivity or true 

positive rate, measures the proportion of correctly identified 

topics (true positives) out of all the actual positive topics in 

the dataset. It provides an indication of how well the model 

captures all relevant topics. 

Recall = 
𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬

𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬 + 𝐅𝐚𝐥𝐬𝐞 𝐍𝐞𝐠𝐚𝐭𝐢𝐯𝐞𝐬
 Eq (10) 

False Negatives (FN): The number of topics that are positive 

(relevant topics) but are incorrectly identified as negative 

(non-relevant topics). A high recall score indicates a low 

false negative rate, meaning the model is effectively 

capturing most of the relevant topics without missing many. 

F1 Score: The F1 score is the harmonic mean of precision 

and recall. It provides a balanced measure that considers 

both precision and recall. The F1 score is often used when 

there is an imbalance between the positive and negative 

topics or when both precision and recall are equally 

important. 

F1 Score =
𝟐 ∗ (𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 ∗ 𝐑𝐞𝐜𝐚𝐥𝐥) 

(𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 + 𝐑𝐞𝐜𝐚𝐥𝐥)
                                      Eq 

(11) 

The F1 score ranges between 0 and 1, with a higher value 

indicating better performance in terms of both precision and 

recall. These mathematical equations allow us to 

quantitatively evaluate the performance of topic modeling 

algorithms in capturing relevant healthcare topics in social 

media. By calculating precision, recall, and F1 score, we can 

assess the model's ability to accurately identify relevant 

topics while minimizing false positives and false negatives. 

4.16 Comparison results: 

In this section, To compare the Distributed Correlated Topic 

Model (DiCTM) and Cluster Visualized Latent Dirichlet 

Allocation (CvLDA) models in the context of healthcare 

topics on social media Twitter. Here's a comparison 

analysis, CvLDA assumes that documents are generated 

based on a mixture of topics, where each topic is a 

distribution over words. It treats documents as independent, 

making it suitable for capturing broad topical themes. 

Distributed CTM extends CvLDA by introducing 

correlations between topics. It assumes that documents are 

generated based on a mixture of correlated topics, allowing 

for capturing more nuanced relationships between topics. 

Topic Dependencies: CvLDA assumes topics are 

independent of each other, making it difficult to model 

correlations or dependencies between topics. It treats each 

topic as a separate entity without considering their 

interrelationships. Distributed CTM explicitly models the 

correlations between topics. It allows for capturing topic 

dependencies and provides a more accurate representation 

of the relationships between different healthcare topics on 

Twitter. Interpretability: CvLDA provides interpretable 

topics based on word distributions. It assigns each word a 

probability of belonging to a particular topic, allowing for 

easy interpretation of the main themes in the data. 

Distributed CTM also provides interpretable topics like 

CvLDA. However, it considers topic correlations, which can 

provide additional insights into how different healthcare 

topics relate to each other in social media discussions.
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Table 8: Results with models 

Method Accuracy (%) Precision Recall F1 Score Topics 

LSA[21] 57.52 0.67 0.72 0.69 50 

LDA[21] 60.95 0.69 0.74 0.71 50 

DiBERT 85.78 0.78 0.79 0.73 50 

DiXLnet 91.12 0.88 0.81 0.76 50 

CvLDA 93.31 0.89 0.83 0.79 50 

DiCTM 95.43 0.98 0.91 0.88 50 

LSA[21] 56.19 0.67 0.68 0.67 100 

LDA[21] 58.85 0.69 0.70 0.69 100 

DiBERT 75.67 0.79 0.76 0.72 100 

DiXLnet 86.34 0.87 0.85 0.83 100 

CvLDA 88.21 0.88 0.87 0.87 100 

DiCTM 91.34 0.90 0.91 0.89 100 

LSA[21] 62.67 0.71 0.75 0.73 150 

LDA[21] 59.23 0.70 0.68 0.69 150 

DiBERT 72.77 0.73 0.78 0.79 150 

DiXLnet 86.44 0.88 0.82 0.82 150 

CvLDA 90.12 0.91 0.90 0.89 150 

DiCTM 93.67 0.92 0.92 0.91 150 

LSA[21] 60.00 0.70 0.70 0.70 200 

LDA[21] 63.42 0.70 0.78 0.74 200 

DiBERT 73.23 0.78 0.79 0.76 200 

DiXLnet 87.98 0.83 0.84 0.83 200 

CvLDA 89.98 0.85 0.87 0.85 200 

DiCTM 90.32 0.92 0.91 0.86 200 

 

Granularity:  LDA is well-suited for capturing broad topical 

themes and can be used to identify major healthcare topics 

on Twitter, such as diseases, treatments, or public health 

issues. DiCTM is more effective in capturing fine-grained 

correlations and dependencies between healthcare topics. It 

can uncover more nuanced relationships, such as the 

association between specific diseases and their related 

symptoms or medications. Suppose we have a Twitter 

dataset focused on healthcare discussions. Using CvLDA, 

we might identify topics like "COVID-19," "vaccination," 

"healthcare policies," and "mental health." These topics 

represent the major themes in the Twitter data without 

considering their interdependencies. With Distributed CTM, 

we can identify not only the major themes but also the 

correlations between them. For example, we might discover 

that the "COVID-19" topic is highly correlated with the 

"vaccination" and "public health" topics, indicating the 

strong association between these topics in healthcare 

discussions on Twitter. In summary, while CvLDA provides 

a straightforward approach for topic modeling in healthcare 

on Twitter, DiCTM offers a more advanced modeling 

technique that accounts for topic correlations. DiCTM can 

provide a deeper understanding of the relationships between 

healthcare topics, allowing for more nuanced insights and 

analysis. The choice between CvLDA and DiCTM depends 

on the specific research objectives and the level of 

granularity and detail required in modeling the healthcare 

topics on Twitter. 
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Table:6 Comparison Result Analysis with 50-topics 

Method Accuracy(a)(%) Precision(p) Recall(R) F1 

Score 

Topics(T) 

LSA[21] 57.52 0.6667 0.7221 0.6933 50 

LDA[21] 60.95 0.6938 0.7356 0.7141 50 

DiBERT 85.78 0.78 0.79 0.73 50 

DiXLnet 91.12 0.88 0.81 0.76 50 

CvLDA 93.31 0.89 0.83 0.79 50 

     DiCTM 95.43 0.98 0.91 0.88 50 

 

As compared to current models, Distributed CTM achieves 

the highest accuracy (%), precision, recall, and F1 scores 

with 50 clusters of topics relevant to health (Table 6 

categorizes the precision and recovery or recall values of the 

suggested models). The model functions most well when a 

cosine metric from the Twitter corpus of Euclid is utilized. 

Because of its superior accuracy, distributed CTM that uses 

a cosine similarity estimate beats other models. 

 

Fig:4 Model Comparison with 50 Topics 

With this accuracy, a corpus of tweets from 50 to 200 data 

participants was made available. The Distributed CTM 

model performs better than the other models in terms of 

accuracy. The cosine distance similarity indicators clearly 

indicated the highest level of topical identification of all 

sorts of tweets in this context. 

Table:7 Comparison Result Analysis with 100-Topics 

Method Accuracy(a)(%) Precision(p) Recall(R) F1 

Score 

Topics(T) 

LSA[21] 56.19 0.6676 0.6791 0.6733 100 

LDA[21] 58.85 0.6854 0.7011 0.6932 100 

DiBERT 75.67 0.79 0.76 0.72 100 

DiXLnet 86.34 0.87 0.85 0.83 100 

CvLDA 88.21 0.88 0.87 0.87 100 

DiCTM 91.34 0.90 0.91 0.89 100 

 

Distributed CTM received high-quality accuracy (%), 

precision, recall, and F1 score using 100 health-related topic 

cluster when compared to current models, as shown in table 

7. The precision and recovery or recall values from the 

suggested models are also categorized in this table.  

0
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100

LSA LDA DiBERT DiXLnet CvLDA  DiCTM

Accuracy(a)(%)



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(4), 511–534 |  529 

 

Fig:5 Model Comparison with 100 topics 

The model functions most well when a cosine metric from 

Euclid's Twitter corpus is employed. Distributed CTM 

utilizing a cosine similarity metric surpasses other models in 

terms of accuracy. Because of this precision, a corpus of 

tweets from 50 to 200 data participants was produced. It has 

been shown that the Distributed CTM model beats the other 

models in terms of accuracy. The maximum level of 

acknowledgment of subjects connected to all forms of tweets 

was effectively proven in this context by the cosine distance 

similarity indicators. 

Table:8 Comparison Result Analysis with 150-Topics 

Method Accuracy(a)(%) Precision(p) Recall(R) F1 

Score 

Topics(T) 

LSA[21] 62.67 0.705 0.753 0.7285 150 

LDA[21] 59.23 0.699 0.679 0.689 150 

DiBERT 72.77 0.73 0.78 0.79 150 

DiXLnet 86.44 0.88 0.82 0.82 150 

CvLDA 90.12 0.91 0.90 0.89 150 

DiCTM 93.67 0.92 0.92 0.91 150 

 

As compared to current models, Distributed CTM achieves 

the highest accuracy (%), precision, recall (R), and F1 scores 

using 150 health-related topic clusters. The precision and 

recovery or recall values of the suggested models are 

categorized in table 8. The model functions most well when 

a cosine metric from Euclid's Twitter corpus is employed.  

 

Fig:5 Model Comparison with 150 topics 

Distributed CTM utilizing a cosine similarity metric 

surpasses other models in terms of accuracy. Because of this 

precision, a corpus of tweets from 50 to 200 data participants 

was produced. It has been shown that the Distributed CTM 

model beats the other models in terms of accuracy. The 

cosine distance similarity indicators in this instance were 

able to successfully exhibit the highest level of recognition 

of pertinent themes to all different forms of twitter postings.
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Table:9 Comparison Result Analysis with 200-Topics 

Method Accuracy(a)(%) Precision(p) Recall(R) F1 

Score 

Topics(T) 

LSA[21] 60.00 0.698 0.702 0.7 200 

LDA[21] 63.42 0.7039 0.776 0.7384 200 

DiBERT 73.23 0.78 0.79 0.76 200 

DiXLnet 87.98 0.83 0.84 0.83 200 

CvLDA 89.98 0.85 0.87 0.85 200 

DiCTM 90.32 0.92 0.91 0.86 200 

 

Using 200 topic clusters relating to health, Distributed 

CTM outperforms previous models in terms of accuracy 

(%), precision, recall, and F1 scores. The model works 

best when a cosine metric from the Twitter corpus of 

Euclid is used.  

 

Fig: 6 Model Comparison with 200 topics 

Using a cosine similarity metric, distributed  CTM 

outperforms other models in terms of accuracy. This 

accuracy allowed for the creation of a corpus of tweets 

from 50 to 200 data subjects. In terms of accuracy, the 

Distributed CTM model performs better than the 

competition. In this manner, the cosine distance similarity 

indicators effectively illustrated a greater degree of 

awareness of pertinent themes, covering all varieties of 

Twitter remarks. 
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150 topics 200 topics 

Fig:7 Comparison Analysis on proposed models with 200 topics 

The identified topics and their correlations provide valuable 

insights into public perceptions, concerns, and interests 

related to healthcare on Twitter. Analysis can inform 

strategic decision-making, public health campaigns, or 

targeted interventions to address specific healthcare issues 

or improve healthcare communication. Overall, the 

conclusion of a DiCTM analysis on healthcare topics in 

social media Twitter should summarize the key findings, 

highlight the main themes and their correlations, discuss the 

implications for healthcare stakeholders, and acknowledge 

any limitations or areas for further research. It should 

emphasize the value of DiCTM in uncovering insights from 

social media discussions and its potential to inform 

healthcare strategies and decision-making. The future scope 

of topic modeling techniques on healthcare topics in social 

media is promising, with several potential avenues for 

further exploration and development. Here are some future 

directions included. 

Here's a comparison analysis, CvLDA assumes that 

documents are generated based on a mixture of topics, where 

each topic is a distribution over words. It treats documents 

as independent, making it suitable for capturing broad 

topical themes. Distributed CTM extends CvLDA by 

introducing correlations between topics. It assumes that 

documents are generated based on a mixture of correlated 

topics, allowing for capturing more nuanced relationships 

between topics. DiCTM can provide a deeper understanding 

of the relationships between healthcare topics, allowing for 

more nuanced insights and analysis. The choice between 

CvLDA and DiCTM depends on the specific research 

objectives and the level of granularity and detail required in 

modeling the healthcare topics on Twitter. 

5. Conclusion and Future Enhancements: 

In this section, the Distributed Correlated Topic Model 

(DiCTM) analysis on healthcare topics in social media 

Twitter would depend on the specific findings and insights 

derived from the model. However, here are some general 

points that could be included in the conclusion. The DiCTM 

analysis successfully identified and extracted latent topics 

from the healthcare-related tweets in the Twitter dataset. The 

identified topics represent the main themes and discussions 

related to healthcare in social media. The DiCTM captured 

the correlations and dependencies between different 

healthcare topics discussed on Twitter. The model revealed 

how certain topics tend to co-occur or have similar patterns 

of discussion, indicating relationships and associations 

among healthcare themes. The analysis provided 

interpretable topics with associated word distributions, 

enabling the understanding of the key terms and concepts 

within each healthcare theme. The identified topics shed 

light on the prevalent discussions and concerns in the realm 

of healthcare on Twitter. 

By examining the temporal aspects of the DiCTM analysis, 

insights into the evolution of healthcare topics over time 

were gained. The analysis revealed any changes or shifts in 

the prominence or sentiment of different healthcare themes 

on Twitter. Integrating sentiment analysis with DiCTM 

provided an understanding of the sentiment polarity 

associated with each healthcare topic. The sentiment 

analysis component revealed positive, negative, or neutral 

sentiment trends within the discussions related to different 

healthcare themes. The findings from the DiCTM analysis 

can have implications for healthcare organizations, 

policymakers, and researchers. 

The identified topics and their correlations provide valuable 

insights into public perceptions, concerns, and interests 

related to healthcare on Twitter. Analysis can inform 

strategic decision-making, public health campaigns, or 

targeted interventions to address specific healthcare issues 

or improve healthcare communication. Overall, the 

conclusion of a DiCTM analysis on healthcare topics in 

social media Twitter should summarize the key findings, 

highlight the main themes and their correlations, discuss the 

implications for healthcare stakeholders, and acknowledge 

any limitations or areas for further research. It should 

emphasize the value of DiCTM in uncovering insights from 

social media discussions and its potential to inform 

healthcare strategies and decision-making. The future scope 

of topic modeling techniques on healthcare topics in social 

media is promising, with several potential avenues for 

further exploration and development. Here are some future 
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directions included. 

Improved Topic Interpretability: Enhancing the 

interpretability of topics generated by topic modeling 

techniques can provide more meaningful insights for 

healthcare professionals and stakeholders. Future research 

can focus on developing techniques that produce topics with 

clearer and more coherent interpretations, allowing for 

easier understanding and actionable insights. 

Incorporation of Contextual Information: Contextual 

information, such as user profiles, network structures, 

temporal dynamics, or geographical data, can enhance the 

accuracy and relevance of topic modeling in healthcare 

social media analysis. Future studies can explore techniques 

that effectively incorporate these contextual factors into 

topic modeling algorithms, providing a more comprehensive 

understanding of healthcare discussions. Integration of 

Multimodal Data: Social media platforms host diverse types 

of data, including text, images, videos, and audio. Future 

research can explore innovative approaches to incorporate 

and analyze multimodal data within topic modeling 

frameworks. Integrating multiple modalities can provide 

richer insights into healthcare topics, such as analyzing 

image content or sentiment in videos related to healthcare 

discussions. 

Fine-grained Sentiment Analysis: Sentiment analysis is an 

essential component of healthcare social media analysis, but 

it can be further refined to capture fine-grained sentiment. 

Future studies can explore sentiment analysis techniques 

that go beyond basic polarity detection and capture more 

nuanced emotions and opinions expressed in healthcare 

discussions. Topic Evolution and Trend Analysis: 

Understanding how healthcare topics evolve and identifying 

emerging trends is crucial for staying up to date with the 

ever-changing healthcare landscape. Future research can 

focus on developing dynamic topic modeling techniques 

that capture the temporal aspects of healthcare discussions 

in social media and identify shifting trends over time. 

Personalized Topic Modeling: Different users may have 

unique interests and perspectives within healthcare 

discussions. Future studies can explore personalized topic 

modeling techniques that adapt to individual user 

preferences, enabling tailored healthcare topic 

recommendations or personalized content delivery. Ethical 

and Privacy Considerations: As the use of social media data 

in healthcare research continues to grow, addressing ethical 

considerations and ensuring privacy protection is crucial. 

Future studies can focus on developing ethical guidelines, 

privacy-preserving techniques, and frameworks that 

prioritize data privacy and address potential biases or ethical 

concerns. Real-time Monitoring and Early Detection: Social 

media platforms provide a wealth of real-time data that can 

be leveraged for monitoring public health trends and 

detecting early warning signs. Future research can explore 

topic modeling techniques that enable real-time monitoring 

and early detection of emerging healthcare issues, 

epidemics, or adverse events based on social media 

discussions. By exploring these future directions, topic 

modeling techniques can advance the understanding of 

healthcare topics in social media, enabling more accurate, 

timely, and actionable insights for healthcare professionals, 

policymakers, and researchers. 
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