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Abstract: Artificial Intelligence is widely used in health care to classify and predict diseases. Systemic Lupus Erythematosus (SLE) is the 

most common type of lupus and presents intricate challenges in accurate prediction due to its multifaceted nature. SLE is an inflammatory 

disease caused by the immune system attacking its tissues. Lupus most likely originates from a synthesis of genetics and environmental 

challenges. This study used the GEO dataset to develop an accurate and precise model for the prediction of SLE. However, choosing the 

right features is crucial in training a model. This study aims to enhance the predictive capabilities of SLE using a hybrid approach of 

Genetic Algorithm (GA) integrated with neural networks. The subset of features used by Artificial Neural Network (ANN) is optimized 

by feature selection using GA. The proposed model is GA-ANN, and experimental results indicate that the model performed well in 

comparison to other models, achieving an accuracy of 96.32%. 
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1. Introduction 

Systemic Lupus Erythematosus (SLE) is a chronic 

autoimmune illness that can affect various organs in the 

human body [1]. Hormonal changes, specific medications, 

infections, and exposure to ultraviolet radiation can cause or 

exacerbate SLE symptoms. Hormones, particularly 

estrogen, are thought to contribute to the higher prevalence 

of SLE in women [2]. Fluctuations in hormone levels during 

the menstrual cycle, pregnancy, and menopause can impact 

the disease's activity. The heterogeneous nature of SLE 

poses challenges [3] in early diagnosis and prediction, often 

leading to delayed interventions and increased disease 

severity. The intricate interplay of genetic and 

environmental factors contributes to the complexity of SLE 

pathogenesis, warranting innovative approaches to improve 

prediction accuracy. 

Recent advancements in computational methods have 

opened avenues for harnessing complex data patterns to 

enhance disease prediction models. Among these methods, 

Artificial Neural Networks (ANNs) [4] have demonstrated 

remarkable proficiency in learning intricate relationships 

within datasets. However, the success of ANN models can 

be influenced by factors such as feature selection, dataset 

dimensionality, and the architecture's design. Genetic 

Algorithms (GAs) [5] have emerged as powerful 

optimization techniques to address these challenges by 

refining feature selection and enhancing the ANN's 

performance. GAs simulate natural selection to iteratively 

evolve the most relevant subset of features, thereby 

improving model efficiency and accuracy. 

Early diagnosis of SLE can significantly reduce the severity 

of the disease. In this study, our primary objective is to 

predict whether individuals have SLE or not. To achieve 

this, we have developed a hybrid deep learning model that 

integrates GA with ANN, aiming to construct a precise and 

accurate predictive model for SLE. The paper is organized 

as follows Section 2 provides an overview of the research 

work, Section 3 provides a detailed explanation of the 

proposed methodology and technologies used, Section 4 

showcases the outcome of our proposed study, and Section 

5 summarizes the key findings and implications of the study. 

2. Literature Review 

Several researchers explored machine learning methods to 

compare the performance of various prediction algorithms 

in classifying SLE. AM Jorge [6] proposed that the 

Hospitalizations for SLE can be predicted using algorithms 

like Gradient Boosting (GB), Logistic Regression (LR), 

Decision Trees (DT), and Random Forests (RF). A total of 

2,780 SLE patients were represented in the dataset, and 0.26 

of them underwent at least one hospitalization throughout 
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the research period. With AUCs of 0.751 and 0.772 for two 

methods (averaging, and progressive), the RF algorithm 

outperformed all other algorithms in terms of performance. 

Utilizing longitudinal data, Y Zhao [7] focused on 

forecasting lupus hospitalizations. The 925 individuals with 

longitudinal data were included in a multicenter lupus 

cohort using an electronic health record (EHR). The first 

Differential technique introduces new delayed variables 

between successive time steps to account for the temporal 

relationships in sequential data. Next, assess the 

performance of LSTM, an innovative time series-specific 

deep learning algorithm. The bagging strategy, not only 

balanced the training data but also offered the benefits of 

ensemble learning, and was responsible for the Differential 

approach's higher stability than the LSTM model with an 

accuracy of 88%, specificity of 79%, and recall of 74%. 

Women with SLE were investigated in this study [8,9] for 

their unfavorable pregnancy outcomes. The authors utilized 

PROMISSE data. An APO prediction model is developed 

using logistic regression based on this data. An extension of 

their approach included machine learning algorithms such 

as LASSO, RF, SVM-RBF (all AUC=0.77), and Super 

Learner (SL) to determine if they could improve the 

prediction and identify additional risk factors. With an AUC 

of 0.78, the SL method performed the best. 

J Stojanowski [10] addressed that an effective method for 

forecasting the fate of Lupus Nephritis is an Artificial 

Neural Network. An ANN with a backpropagation 

algorithm was utilized in the study to forecast the course of 

Lupus Nephritis. The training set of data was used to train 

the ANN, and cross-validation methods were used to fine-

tune the model’s hyperparameters. With an AUC-ROC of 

0.9375 (0.94) and an accuracy of 91.67, a multi-layer 

perceptron architecture with 40 neurons in the first hidden 

layer followed by 45 neurons in the second hidden layer 

appeared to perform the best. Y Zhao [11] proposed a 

calibrated ensemble (CE) model to predict severe flares in 

Lupus patients. In this study, they used three models 

Logistic Regression, RF, and Naive Bayes, and combined 

the predictions of these models to form a CE model with an 

accuracy of 79%. 

According to a study [12], a Random forests algorithm 

predominately improves the genetic risk prediction of SLE. 

Choosing relevant genetic variations, preparing the data, 

employing an ML algorithm for predicting the risk of SLE, 

and evaluating the model's performance were the phases of 

the study. In this study, SLE cases were categorized using 

three ML algorithms: SVM, RF, and ANN. With a mean 

AUC of 0.84, RF has outperformed other classifiers. 

The work proposed by A. Malarvizhi [13] evaluates the 

performance of the Ensemble-based technique (EARLNP) 

using the kidney dataset. This study aimed to detect lymph 

nodes (LNs) using Health Record Systems (HRSs) with 

minimal tests, focusing on crucial characteristics. The study 

highlights specific gravity, albumin, blood glucose, sugar, 

potassium, packed cell volume, serum creatinine, white 

blood cell, and red blood cell count as key factors for 

effective LN prediction, identified through a filter feature 

selection technique. Employing 10-fold cross-validation, 

researchers trained, tested, and validated classifiers. The 

proposed EARLNAP model stood out, achieving 88.8% 

accuracy post-parameter optimization. 

An extremely contagious illness called Covid-19 

(Coronavirus) has now spread worldwide. Severe cold, 

cough, sore throat, body soreness, and other symptoms are 

among them. Traditional diagnostics were expensive and 

took a long time to discover COVID-19. As a result, the 

researchers E. Benmalek [14] developed a practical method 

for detecting COVID-19 using machine learning classifiers. 

PCA is used to explain the data collecting, data preparation, 

and feature selection processes. Machine learning classifiers 

like SVM and RF successfully distinguished between 

COVID-19 positive and negative persons based on cough 

noises, which are known to display unique patterns in 

COVID-19 patients, with an accuracy of 97.48%. 

The case study presented by Yevgeniya Gartshteyn et al., 

[15] explores the interaction between covid19 and SLE. The 

authors examined a series of cases involving individuals 

who had both COVID-19 and preexisting SLE. It might 

discuss whether having SLE influenced the severity of 

COVID-19 symptoms, how the patient's SLE medications 

and immune responses interacted with the viral infection, 

and any particular challenges faced by individuals with both 

conditions. 

3. Method 

3.1. Proposed Methodology 

The methodology diagram of our proposed model is 

represented in Fig 1. Development of the proposed model 

starts with the collection of datasets from the GEO website. 

The data is then pre-processed by replacing null values with 

mean values, Label Encoder is used to convert categorical 

data into numerical values, and standardization of data is 

done using Standard Scaler. Feature selection is done using 

a Genetic algorithm. Then, the dataset is divided into 

training and testing data. The Multi-Layer Feedforward 

Neural Network also known as the Multi-Layer Perceptron 

(MLP) model is built. The features selected by GA are used 

to train the MLP model. The trained MLP model is tested 

with testing data, and model performance is assessed using 

classification metrics.  
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Fig. 1. Process flow diagram of Systemic Lupus 

Erythematosus prediction model. 

3.2. Data Collection 

Our study uses the GEO dataset with accession number 

GSE65391 to predict SLE. Nicole Baldwin from the 

University of Baylor Research Institute in the American city 

of Dallas developed the dataset Longitudinal 

Transcriptional Pediatric SLE Research including clinical 

characteristics. With the help of this data, transcriptional 

correlates at both the cohort and individual levels of SLE 

disease activity can be found. The researchers obtained 924 

SLE samples by profiling the whole blood transcriptomes of 

158 individuals over a period of up to 4 years using 

microarrays. In the end, 996 samples with 88 qualities were 

examined, of which 924 were SLE samples and 72 were 

healthy samples. 

3.3. Data Pre-processing 

The Dataset we used in our study GSE65391 includes a huge 

number of null values. For performing any analysis of the 

data it should be free from noise. Data cleaning involves 

handling missing values and identifying the outliers. For 

handling null values, we replaced null values with mean 

values. A simple algorithm is used to handle null values. The 

algorithm first identifies null values in respective columns 

and then replaces the null value with the mean value of its 

appropriate column. 

Data Encoding is also an important step in data pre-

processing. Encoding of data involves converting 

categorical data into numerical data. In the dataset 

GSE65391 there are some columns with numerical data and 

the remaining with categorical data and this uneven data is 

not suitable for selecting relevant features in the dataset. 

Also, it will be easy for machine learning models to 

remember a single integer instead of a complex string label. 

So, we used a label encoder to convert categorical data into 

numerical data. Label encoder works by assigning a unique 

integer for each unique categorical value in the respective 

category. Label encoder is most suitable for ordinal 

categorical values. And it is most preferable when there are 

more categorical groups. 

Standardization of data is to convert all the feature values 

onto a similar scale which will prevent the dominance of one 

feature over the other and ensure a fair comparison. In the 

data GSE65391, the feature values are not on a similar scale 

this will lead to the dominance of the features with high 

feature values and this data will not select relevant features 

that cause SLE. So before performing feature selection, we 

used Standard Scaler to convert all the feature values onto a 

similar scale. By standardizing the data set the algorithm 

will treat all features equally thus avoiding biased analysis 

and comparisons. 

3.4. Feature Selection Using Genetic Algorithm 

The Genetic Algorithm (GA) [15] is the optimization 

algorithm inspired by the process of natural selection. It 

works iteratively to obtain the most optimal subset of 

features. We integrated GA into the feature selection 

process to further enhance the model's predictive power. GA 

helped identify the most relevant features that contributed 

significantly to the prediction of SLE. By selecting an 

optimal subset of features, we aimed to increase the model's 

interpretability and generalization ability, which are crucial 

factors in real-world clinical applications. The subset of 

features that are selected using GA are listed in Table 1. 

Table 1. Features selected using Genetic Algorithm 

Source name                                 

Batch 

Asa_category 

Seizure 

Visit 

Mdg 

Sledai_component_

class 

Hgb 

Fever Cr 

Cumulative_time                              C4 

Thrombocytopenia Alt 

Days_last_visit Treatment 

Race Vasculitis 

Biopsy_history Disease_activity 

Lymphocyte_count 

Metotrexate_category                                           

Sledaic_lmm2 

Cranial_nerve_disor

der 
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Algorithm 1: Feature selection using Genetic 

Algorithm 

Step 1: Population ←  Generate the initial population 

with random feature selection. 

Step 2: Begin for loop 

Step 2.1: fitness_value  ← [Evaluate fitness for each 

individual in the population using a fitness function 

(classification accuracy)] 

Step 2.2:   parent 1, parent 2   ← select parents using the 

selection tournament 

Step 2.3: offspring1, offspring2 ← single-point crossover 

between parents 

Step 2.4: mutated_offspring  ← apply bit-flip mutation to 

offspring1 

Step 2.5: mutated_offspring2 ← apply bit-flip mutation 

to offspring2 

Step 2.6: replace least fitted individuals with the mutated 

offspring 

End for loop 

Step 3: ga_features   choose the best individuals from the 

features with the highest fitness value 

 

3.5. Classification 

The samples are categorized by assigning them to the SLE 

and Healthy classes, respectively. If the class label is SLE, 

then the person has the disease; if the class label is 

Healthy, then the person is healthy. The SLE classification 

model is required to categorize. The data is classified using 

ANN in our suggested method. A Multi-Layer Feed-

forward Neural Network (MLFNN), also called Multi-Layer 

Perceptron (MLP), with two hidden layers is selected for the 

prediction of SLE.  

The optimization algorithm used is ‘Adam’. In ANN 

hyperparameters play an important role such as the Learning 

rate, the number of hidden layers, the number of neurons in 

each layer, and the Activation function have to be tuned to 

increase the performance of classification. The Activation 

functions used are ‘ReLu’ [16] and ‘Sigmoid’ [17]. The 

output layer employs the sigmoid function, whereas the 

hidden layers use the ReLu function. Since the 

Classification of SLE is binary, binary_crossentropy is used 

as a loss function. Drop-Out layers are also added in 

between the hidden layers to prevent overfitting. L2 kernel 

regularizer [18] of rate 0.01 is used in dense layers to 

improve the generalization of the ANN model by preventing 

the  

Model from preventing. 

Algorithm 2: GA-ANN model 

Start 

Step 1: Build ANN Model () 

MLP with two hidden layers, dropout layers, and l2 

regularization. 

Step 2: Split the data into training and testing parts in the 

ratio of 80:20 

Step 3: Train the neural network using the features 

selected by GA. 

Loop 1: Until stopping criteria met 

Forward Propagation () 

     h ← ReLu(wh × inp) 

    Dropout () 

    o ← Sigmoid(w0× h) 

Loss = BinaryCrossEntropy(o, true_labels) 

Backward Propagation () 

     ∆0 ← o - true_labels 

    ∆ℎ = f 1 (h) × (weight_output_transpose × ∆0) 

    W0(new) ← update weight_output 

    Wh(new) ← update weight_hidden 

Apply L2 regularization to updated weights 

if (stopping criteria met) 

Stop training 

End Loop 

Step 4: Prediction () 

feed the testing data into the trained ANN model 

y ← trained_model.predict(x_test,y_test) 

if (y > = 0.5) 

  “SLE” 

else 

  “Healthy” 

Stop 

 

3.6. Performance Evaluation 

Our study evaluates and compares the performance of GA-

ANN with PCA-ANN. Performance metrics like precision, 

recall, f1-score, and accuracy are used to assess the 

classification models. The comparison of the performance 

of PCA-ANN and GA-ANN models is shown in Table 2. 
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Table 2.  Comparison of performance of PCA-ANN and 

GA-ANN models 

Model             Accuracy     Precision       Recall          F1-

score  

PCA-ANN       91.63%       91.94%         99.63%        95.63% 

GA-ANN         96.32%       99.80%         97.81%        98.89% 

4. Results and Discussion 

The GA-ANN explores the more influential features of SLE 

characteristics. In a previous study of PCA-ANN, PCA was 

used to reduce the dimensionality of the complex dataset 

while retaining its essential information. As a result, 5 

crucial features have been selected from the scree plot. 

Then, these features are utilized to train and test the ANN. 

This model achieved an accuracy of 91.63%. To enhance 

the models' prediction ability, GAs for feature selection 

optimize the predictive capabilities. The genetic 

optimization process iteratively evolved a subset of features 

that were most relevant for accurate SLE prediction. This 

refined feature set was then used to train and test the ANN. 

The GA-ANN model demonstrated a significantly improved 

accuracy of 96.32%. The integration of genetic optimization 

through GAs facilitated the identification of the most 

informative features, further enhancing the model's 

discriminatory power. This impressive accuracy suggests 

that the GA-ANN model effectively harnessed the synergy 

between genetic algorithms and neural networks, resulting 

in highly accurate SLE prediction. 

4.1. Experimental Results 

This section includes the results of our proposed models 

PCA-ANN and GA-ANN. The Experimental results of both 

the proposed models are differentiated using training and 

validation accuracy graphs, and confusion matrices. 

Experimental Results and their detailed explanation are 

shown below. Fig 2. depicts the PCA-ANN model's training 

and validation accuracy for each epoch. This graph shows 

the model's ability to generalize to new data. The hold-out 

validation dataset's validation curve provides a primary 

indication of how well the model generalizes. The number 

of training iterations is indicated by the epochs on the X-

axis. At the beginning of training, typically there is a rapid 

decrease in the training loss. This is because the ANN is 

learning to fit the data and reduce the error. 

       

Fig 2.  Training accuracy and validation accuracy of the 

PCA-ANN model 

Fig 3. shows the GA-ANN model's training and validation 

accuracy for each epoch. The model's learning efficiency is 

indicated by the training curve, which was calculated using 

the training dataset. The testing dataset is used to calculate 

the validation curve, which evaluates the model's viability. 

Utilizing new data, validation tests the models' 

dependability. The number of training iterations is shown by 

the epoch on the X-axis. This Fig illustrates that the model 

is able to learn efficiently as well as produce the optimized 

output with accurate precision. 

       

Fig 3.  Training accuracy and validation accuracy of the 

GA-ANN model 

Fig 4. shows the confusion matrix of the PCA-ANN model 

when applied to the testing data. It represents the cases 

where the PCA-ANN model correctly predicted the positive 

class (e.g., a disease is present) based on the reduced-

dimensional input data. 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(4), 583–590 |  588 

 

Fig 4.  Confusion Matrix of PCA-ANN model 

Fig 5. represents the confusion matrix of the GA-ANN 

model it has a high rate of True positives and True 

Negatives. It is noticeable that the model has the ability to 

predict both positive samples and healthy samples 

effectively. 

 

Fig 5.  Confusion Matrix of GA-ANN model 

4.2. Discussion 

Table 3 describes the comparison of previous related work 

with our proposed work. So far prediction of SLE is done 

using various machine learning algorithms. All the 

previously implemented methods and their performance are 

noted in Table 3. 

Table 3.  Comparison of performance of PCA-ANN and 

GA-ANN models 

Methods                          Accuracy        Specificity        Recall  

LSTM [7]                          88%                  79%                74% 

Super Learner [8]               -                       77%                71% 

ANN [10]                           91.67%                      -                    

91.67% 

(LR, RF, NB) [11]            74%                    71%                86% 

RF [12]                               -                        68%                84% 

PCA-ANN                        91.63%                       -                    

99.63% 

GA-ANN                           96.32%                       -                    

97.81%    

5. Conclusion 

This research work compares the performance of PCA-

ANN with GA-ANN for the prediction of SLE. Based on 

the experiment’s results, the optimal parameters for learning 

rate and epochs were 0.0001 and 20 respectively for SLE 

classification. The PCA-ANN model achieved 91.63% 

accuracy, precision of 91.94%, recall of 99.63%, and F1 

score of 95.63%. The GA-ANN outperformed by achieving 

an accuracy of 96.32% which yielded the most optimized 

and robust model. Adam's optimizer showcased its 

efficiency by converging faster during training, enabling the 

models to achieve higher predictive accuracy within fewer 

iterations. This is attributed to its adaptive learning rate 

mechanism, which adjusts the learning rate for each 

parameter, facilitating smoother and faster convergence. In 

terms of activation functions, both Sigmoid and Rectified 

Linear Unit (ReLU) were considered. Sigmoid, with its S-

shaped curve, demonstrated suitability for binary 

classification tasks like SLE prediction. ReLU, on the other 

hand, being computationally efficient and capable of 

mitigating the vanishing gradient problem, proved 

advantageous for deeper networks, potentially enhancing 

model performance. In conclusion, we believe that the 

adoption of such advanced predictive models in clinical 

settings could significantly impact patient care and 

management, leading to earlier diagnosis and better patient 

outcomes. However, further research and validation on 

external datasets are essential to fully establish the model's 

clinical utility and robustness. 
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