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Abstract: To investigate a number of neurodegenerative disorders, including Alzheimer's disease, an automatic measurement of 

hippocampal volume extraction is essential. It is particularly important to examine the features of the hippocampus subfields since they 

can reveal earlier disease proliferation in the human brain. Due to their complicated structural structure and the requirement for manually 

labelled high-resolution magnetic resonance images (MRI), segmentation of these subfields is extremely challenging. In the presented 

paper, we introduce a thoroughly supervised convolutional neural network-based model called VNet for autonomous hippocampal 

subfield segmentation. The experiments carried out on the challenging data set and their qualitative and quantitative results are reported 

here. The method has provided improved results in the measures of accuracy and dice score when compared to other cutting-edge 

methods. 
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1. Introduction 

The hippocampus exists in the temporal lobe of the human 

brain and resembles the structure of a seahorse. 

Hippocampus is a Greek word that means "great sea 

monster." It is the name of this brain structure. It is one of 

the grey matter structures involved in the process of 

regulating emotions and memory formation and is a 

transition point between long term and permanent memory. 

The reduction of its size is known as Alzheimer's disease, 

and it causes some memory loss. Hence, volume detection 

in the hippocampus is becoming essential. 

Magnetic Resonance Images (MRI) are frequently used to 

diagnose the disease due to their good contrast. Early 

detection of changes appearing in the hippocampus is 

required to treat the diseases [1]. Manual segmentation and 

atlas-based methods are time-consuming. In the current 

era, Artificial Intelligence (AI) -enabled machine learning 

methods play a vital role, especially in medical image 

analysis. 

Convolutional Neural Networks (CNN) are a significant 

method for image processing because they can extract 

features from images themselves and train the model with 

several filters and activation functions. In recent days, 

CNN has come in different dimensions, such as ResNet, 

Unet, Deepnat, and Quicknat. Some methods involved in 

brain tumour grade detection [2], classification of tumours 

and tissues [3], and bleeding in cerebral structures [4] The 

stacked layers in CNN are called UNet and VNet.  

The hippocampus has substructures like the head, body, 

and tail. In the earlier days of detection of hippocampus 

substructure utilizvivo, ultra-high resolution and 

multimodality MRI images such as T-weighted and T2-

weighted [5, 6] were used. Iglesias et al., [5] utilised the 

parametric method, and Yushkevch et al., [6] utilised the 

non-parametric method. After the emergence of deep 

learning, several researchers have been involved in the task 

of implementing deep learning in hippocampal 

segmentation and getting good results [7, 8]. 

Yang et al., [9] analyzed hippocampus segmentation using 

the CNN model. They provided a toolbox called CAST to 

segment the subfields of the hippocampus. They are using 

CNN with residual learning and residual connections. The 

entire model uses nearly a hundred layers. It produces high 

dice scores and correlation results. Chen et al., [10] 

combine triplane voxels as patches that provide six 

orientations of voxel data. Finally, I got nine plane voxels 

and used nine updated U Nets, which are based on CNN. 

Tripler patches are also used by Xie and Gillies [11], 

Watchinger et al., [12] used a CNN-based model called 

DeepNat to segment 25 structures of the human brain. 

They used two 3D CNN models. One classifies foreground 

and background voxels, and another 3DCNN segments 25 

structures from the foreground voxels. They have the 

MALC dataset and achieved a 0,86 dice score in 

hippocampus region extraction alone. Roy et al., [13] used 

QuickNat, which is the base of the CNN model. It achieves 

a good result like DeepNat and performs faster than Deep 

Nat.  
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Based on U net, but with a different batch size, is nnUnet. 

This network automatically adjusts its batch size to the 

resolution and plane. The batch size is changed for 256 × 

256 two-dimensional images to 42, and thirty feature maps 

are taken in the top layer. 30 feature maps at the highest 

quality layers are taken for 3D images. For various MRI 

image segmentations of human organs, the batch size and 

feature maps differ [14]. Multi-planar data augmentation 

was used by [15]. Utilizing the augmentation method, 2D 

CNN is used. The network may be able to learn 3D 

volumes as a result. In those days, [16] presented a semi-

supervised technique. In the model, uncertainty aware 

multiview co-training (UMCT) was added to the method. It 

uses some unlabeled input using the Bayesian learning 

method and is not a fully supervised network. It gives a 

confidence score for each piece of unlabeled data that has 

labels.  

The remaining part of this paper describes the dataset, 

architecture of the proposed model, results, discussion, and 

conclusion. 

2. Dataset: 

This work has taken data from a publicly available dataset 

called ‘Medical Segmentation Decathlon Challenge’. The 

dataset contains 3D, T1-weighted images of ninety healthy 

and 105 non-healthy volumes. All brain volumes have 

human-annotated hippocampus substructures like the head, 

body, and tail. The work focus is in sagittal view, which 

has a 1.0 mm3 voxel size and was taken using a Philips 

Achieva scanner. 

 

 

Fig 1:  Architecture of VNet with the base of CNN 

 

3. Architecture of Vnet 

The architecture of VNet is shown in Figure 1. The 

network contains both sides, left and right, which are 

described in the following sections.  

3.1 Left Side Process of VNet: 

As the architecture of this model resembles the letter ‘V’, 

so it is called as ‘V-Net’. It has a symmetrical shape in 

which the left side almost has the same structure as the 

right side. Though the left side reduces the size of the 

image, the right side expands the image and produces the 

original size. Each side of the model consists of different 

stages and works at various resolutions of the image. Each 

stage has a maximum of three convolutional layers. On the 

left side of the architecture, the output of each stage of the 

convolutional layer is used as the input for the next stage 

of the convolutional layer. The layers process the image 

data non-linearly and add it to the output of the previous 

layer. The learning at each stage is performed by utilising 

the residual function, which compares the predicted value 

with the target value. 

For the convolution process at each stage, the model uses 5 

× 5 × 5 kernels. This model analyses the features by 

reducing the voxel size by half, which will double the 

features. As part of the pooling process, the model uses 2 × 

2 × 2 convolution kernels to reduce the size of the resulting 

features. The feature channels are doubled at the end of 

each stage. In the follow-up of the process, down sampling 

takes place. 
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3.2. Activation Function 

This model used a generalized activation function, 

Parametric Rectified Linear Unit (PReLU) which is the 

optimized version of ReLU. Since the first layer of CNN 

consists of some frequency based filters like edge detectors 

that provide positive and negative values, to optimize the 

values, this function provides some penalty for negative 

values instead of zero. 

𝑓(𝑦𝑖) = {
𝑦𝑖 ,       𝑖𝑓 𝑦𝑖 > 0

𝑎𝑖𝑦𝑖 ,       𝑖𝑓 𝑦𝑖 ≤ 0
       (1) 

 

where yi represents input and ai represents negative slope . 

The equation (1) can be written as follows, 

𝑓(𝑦𝑖) = 𝑚𝑎𝑥(0, 𝑦𝑖) +  𝑎𝑖min (0, 𝑦𝑖)     (2) 

3.3 Right Side Process of VNet: 

VNet right side involves in expanding the feature maps to 

import the necessary information from the image. This 

process aims to provide two classes of volumetric 

segmentation results. The three layers of the right side 

consist of 5 × 5 × 5 kernels for the deconvolution process. 

With the help of the residual function, the model 

reconstructs the image from two classes of data. The final 

convolution layer holds 1 × 1 × 1 kernels to provide the 

size of the image as an input image. 

At the final stage, the output image is like a binary image: 

the foreground voxels represent the hippocampus, and the 

remaining voxels represent the background brain portion. 

3.4 Training 

 The training process carried over to the challenge dataset, 

which contains 3D volumes of 95 normal brain images. 

The Adam optimizer is used for this model since this 

optimizer utilizes very little storage. The learning rate that 

is alpha value and batch size is set to 0.01 and 16 

respectively. 

 Three labels for ground truth were selected: background 

(0), anterior (1), and posterior (2). The training, validation, 

and testing percentages of 95 volumes are 60%, 10%, and 

20%, respectively. 

4. Results and Discussion 

4.1 Quantitative Measures 

To analyze the performance of the presented method, Dice 

similarity and accuracy are used. They are defined as, 

𝐷𝑖𝑐𝑒 =  
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
         (3) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
       (4)

    

The abbreviations are defined as 

TP - True Positive 

TN - True Negative 

FP - False Positive and  

FN - False Negative 

The definitions of the terms are depicted in Table 1. 

Table 1: TP, TN, FP and FN measures 

 
Actual 

Positive Negative 

Predicted 
Positive TP FP 

Negative FN TN 

 

4.2 Discussion 

The algorithms are coded using Python in Google colab 

IDE. 56 data volumes were utilized for training, 9 volumes 

were used as validation data and the remaining were used as 

testing data volumes.  Initially, 30 layers were employed to 

train the network. The filter size was fixed to 3 × 3 × 3. 

ReLU activation function with alpha value as 0.3 was used. 

Though, it produces only 0.87 mean Dice score. Further, 

the number of layers was increased up to 100, the activation 

function was changed to PReLU, the optimizer is set to 

Adam with alpha value 0.01. Thus results mean Dice value 

as 0.88. Further convolution filters are increased higher 

than the filters in the previous layer. At the final fully 

connect layer the convolution filter size is modified into 1 × 

1 × 1.  

The visual results of two sample images are showed in 

Figure 2. The column 1 shows the ground truth images 

column 2 and column 3 show the results of VNet and 

corrected VNet respectively.  
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Ground Truth Sample image 1 Sample image 2 

   

   

Fig 2:  Segmented hippocampus regions The column 1 shows the ground truth images, column 2 and column 3  show 

the results VNet and proposed VNet respectively. Row 1 depicts the sample image 1 and row 2 show the sample image 2. 

56 data volumes are used as a training data set, 9 volumes 

are used as a validation data set, and the remaining 19 

volumes are taken as testing images. Some sample cases 

which are visually good, average and bad are tested 

initially to validate the performance of the proposed work. 

They are showed in Figure 3(a-c).  

The Figure 3a depicts the average Dice scores of the cases 

in segmenting Anterior portion of the hippocampus. The 

best cases show 0.89 and 0.85 dice scores with ±0.01 and 

±0.04 standard deviation. The worst case shows 0.50 dice 

score with 0.31 standard deviation which reveals that the 

proposed method segments perfectly in some images and 

fails in others.  

The Figure 3b shows the average Dice scores of the sathe 

approach. Uncertainty aware multiview co-training 

(UMCT) was added to the method. It uses some unlabeled 

input using the Bayesian learning method and is not a fully 

supervised network. It offers a confidence score for each 

piece of unlabeled data that receives labels. In the 

beginning, a few sample cases with good, average, and 

poor visual quality are checked to confirm the efficacy of 

the suggested model. Figure 3 (a-c) illustrates them.  

Figure 3a displays the average Dice scores for each case 

when segmenting the anterior region of the hippocampus. 

Dice scores of 0.89 and 0.85, with standard deviations of 

0.01 and 0.04 respectively, indicate the best circumstances. 

In the worst case, the dice score is 0.50 with a standard 

deviation of 0.31, showing that the suggested method only 

successfully segments certain slices while failing to do so 

in others. In the segmentation of posterior hippocampus, 

Case 3 displays a noteworthy outcome because the anterior 

portion's segmentation is 0.89. Since the suggested 

method's standard deviation is 0.35 in Case 4, it accurately 

detects the voxels in some slices. In the other two 

instances, the suggested technique offers comparable 

results in the segmentation of the anterior region; the 

corresponding standard deviations are 0.29 and 0.31. 

The average results for each volume are displayed in 

Figure 3c. A dice result of more than 0.7 is noteworthy. As 

a result, we make sure that this model can effectively 

segregate the hippocampus into its several sub-regions. By 

offering more training tests and increasing the number of 

epochs, the model gets improved further. 
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(a) 

 

(b) 

 

(c) 

Fig 3: Dice scores of some sample cases in segmenting anterior, posterior and both regions. 
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Table 2 contains a list of the obtained dice scores (mean). 

The table displays the outcomes of the proposed method 

applied to the challenging data set and compares them with 

some deep learning models applied to the same dataset. In 

Table 2, row 1 displays the outcomes of the suggested 

approach, row 2 displays those of 2D Unet, row 3 displays 

those of Nicola Altini, whose code was made available on 

Github, and row 4 displays those of Ying da Xia et al. 

(2020). A related model, 2D Unet, with less architectural 

change, delivers 0.6% less results than the suggested 

approach. Results from Ying da Xia et al.'s semi-

supervised technique were 0.9% inferior to those of the 

suggested model. 

 

Table 2: Dice measures comparison over similar deep learning models 

Method Mean Dice Anterior Posterior 

Results of the 

proposed method over 

challenging data set 

0.8815 0.8935 0.8695 

2D Unet 0.8761 0.8852 0.8670 

Results of Nicola 

Altini @ github over 

challenging data set 

0.8727 0.8821 0.8634 

Xia et al.[16] (2020) 0.8734 0.8797 0.8671 

 

Table 3 reports the results of the presented model's 

comparison with a few Deep Learning models that were 

presented at the Decathlon Challenge 2021. [15] used 

certain augmentation approaches in the presented models to 

precisely identify the voxels of the hippocampus and its 

sub-regions, outperforming the suggested model by less 

than 0.4%. When compared to [17] the suggested model 

achieves results that are comparable for both overall and 

anterior section segmentation tasks. 

 

 

Table 3: Dice measure comparison over the Decathlon challenge 2021 results 

Method Mean Dice Anterior Posterior 

Perslev et al., [15]  0.8899 0.8968 0.8831 

Yu et al., [17] 0.8866 0.8937 0.8796 

Results of the proposed 

method over challenging 

data set 

0.8815 0.8935 0.8695 

 

The results of the proposed technique applied to the non-

 challenging data set, which was maintained by us with the 

gathering of data from nearby MRI centers, are shown in 

Figure 4. The suggested model can generate significant 

results that are greater than 0.94 dice with the non-

challenging dataset, according to the visual examination of 

Figure 4. In that as well, the model does better at 

segmenting the anterior hippocampus. 
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Fig 4: Results of proposed model employed over challenging and non-challenging dataset 

According to the results discussed in this section, the 

updated activation function model produces good results 

compared to the existing model. In some volumes, the 

model can extract the hippocampus regions efficiently, but 

in some models, it can’t extract the tail part significantly. 

For five volumes of challenging data sets, the proposed 

method suited perfectly and produced more than 95% of 

the dice score for both regions extraction. The method 

produces a 90% dice score for 10 volumes and a below-

90% dice score for four volumes. Though, the proposed 

method is working perfectly for the non-challenging 

dataset. 

 

 

 

Fig 5: Confusion matrix 

The confusion matrix is given in Figure 5, which shows the 

predicted voxels against the three labels. As mentioned 

above, label 0 represents the background voxels, label 1 

represents the anterior voxels, and label 2 represents the 

posterior voxels. The total number of voxels is suppressed 

to a 0–1 value. As per the representation of the confusion 

matrix, the error is minimal in the detection of background 

and anterior region voxels. The overall accuracy of the 

presented method is 0.989, and the rate of misclassification 

is 0.0221. 

As per the above discussion, the proposed method is 

supportable for the diagnosis of hippocampus related 

diseases. 

5. Conclusion 

In this research work, we propose a deep-learning 

algorithm called VNet, which is the base of CNN, to 

segment the hippocampus and its sub-regions. This paper 

investigates the layers and suitable activation functions. 
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This deep learning based model simplifies the 

segmentation process, thus reducing the need for lots of 

manually labelled data. The presented method has been 

evaluated using two kinds of datasets: publicly available 

datasets and locally maintained datasets. The model 

produces 98% accuracy, which ensures its overall 

performance. It is easier for the physician to diagnose 

hippocampus related diseases. 
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