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Abstract: Methods for analyzing harmful or benign packets are crucial for enhancing security systems. Those packets can only be 

detected to a limited extent by current security methods. A malware analysis architecture by incorporating Control Plane and Data plane 

with the Software-Defined Networking (SDN). This article uses a deep learning model to classify malware in order to perform accurately 

and effectively. The Long Short-Term Memory (LSTM) model is trained using the system suggested in this work, which extracts a 

number of properties. We present a Secure SDN Simulation in this research that is controlled by a POX Controller and we propose an 

improved Long Short-Term Memory (LSTM), to achieve improved accuracy using a Confusion Matrix. To achieve this, we train and test 

an LSTM model using TensorFlow and Keras package. Long short-term memory (LSTM), which analyses all potential data points that 

can handle big datasets.  The results showed that the sigmoid function performed better than other activation functions and 

“relu”(Rectified Linear Unit) activation layer that gives a better result with a 97.7% accuracy rate. This work can aid in the detection of 

malware and enhance security measures. 
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1. Introduction 
 

Network administrators can use the data from internet 

traffic analysis to make informed decisions and allocate 

resources more effectively [1]. With a traditional network 

traffic system, the complexity of classification is in the 

coding, but with ML, the difficulty is in the net suggestions 

gathered as well as the algorithm employed. 

The capacity to learn is the key component of machine 

learning algorithms. This skill develops as a result of 

repeated practise and improvement. Each network traffic 

class has unique statistical properties of the net hint, such 

as packet length, duration, and inter-arrival period 

transmission. With the help of the provided training data 

set, the computer can identify this distinctiveness in the 

network pattern.  The structure of the gathered internet 

data is determined using a machine learning technique. It 

can be difficult to distinguish between different apps for 

emailing, file transfers, streaming videos, and web 

browsing. 

An important network management solution is necessary 

to handle the quick growth in network traffic in order to 

utilise network resources efficiently. Intelligence needs to 

be integrated into networking hardware for ease of 

organisation, optimization, maintenance, and management. 

It is challenging to use machine learning for device control 

because of the networking system's flexibility. The SDN 

platform makes it possible to include intelligence into 

interfacing devices [2]. Organization, optimization, 

maintenance, and administration of network resources are 

hampered by the complex structure of network 

information. Adding intelligence to network devices is one 

possibility. 

The prospect of integrating intelligence into networking 

hardware has been made possible by the development of 

infrastructure, including GPUs, data processing 

frameworks like Spark and Hadoop, as well as machine 

learning libraries like scikit-learn and TensorFlow [3]. 

In a typical networking system, applications and a 

command-line interface (CLI) are used to manage the 

network devices. A step ahead is SDN with semi-

automated network management. The most recent iteration 

of network administration, known as intelligence-driven 

(Defined) networks, is entirely automated. In order to 

regulate the network for cost reduction and throughput 

maximization, machine learning learns and improves 

network and application patterns. 

The following networking-related operations can benefit 

from SDN.  

1. Route Optimization in networking: The controller 

modifies the flow tables to route traffic in SDN stage. By 

looking at flow table rules, the control can decide whether 

to advance, drop, or block. At the controller, machine 
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learning methods are used to create an optimum routing 

path. 

2. Provide Security in Networking: Using machine 

learning methods, a survey has been described on traffic 

reporting, security mechanisms and device identification 

for IoT strategies. [4] describes the issues of establishing 

security in IoT networks. 

3. Supervised Learning: With this learning process, a 

knowledge base is created from which new flow situations 

can be categorized into previously recognized classes. We 

will show a number of relevant works that are connected to 

our suggested effort in the next part two. A improved Long 

Short Term Memory (LSTM) for performance of the 

Malware analysis is represented along with the 

incorporation of Keras and TensorFlow package.  

Section 3 elaborates the Proposed methodology, where 

Section 4 discusses the experimental outcomes, with 

performance measured in terms of Accuracy, Precision, 

Recall, and F-Score and finally Section 5 concludes with 

discussion of the approaches' success and their potential 

application in the future.  

2. Related Works 

The location of the controller(s) in the SDN control plane 

is a crucial design decision that affects a variety of network 

issues, including latency, resilience, energy efficiency, load 

balancing, and other issues. [5] provided a thorough 

analysis of the controller placement problem (CPP) in 

SDN in this paper. Also they described the CPP in SDN 

and emphasise its importance. We present the traditional 

CPP formulation and the system model that supports it. We 

also go over a variety of CPP modelling options and 

related metrics.  

Due to the enormous growth of SDN, the malware writers 

on the web take full advantage of this by developing new 

varieties of malware and disseminating them via various 

channels to impact millions of users. Malware is a real 

threat that exposes computer security. Numerous studies 

have been done to increase the effectiveness of detection 

techniques [6]. The malware's goal is to damage every file 

on the system and carry out malicious acts as shown by 

[7]. Because of the signature-based security solution 

software, malwares are challenging to detect and defensive 

mechanisms frequently fail. Sandboxing technology 

proposed by [8] identifies non-trusted code of the malware 

and ascertain their behaviour by looking at the behavioural 

analysis of the malware using the cuckoo sandbox. 

An unknown victim is considered as Ransomware. 

Ransomwares are also malwares which provides less 

chances of recovering the data [9] as well as it is very 

tedious if it starts spreading. As per [10] the controller uses 

the OpenFlow protocol to connect only with SDN switches 

and add the required entries to their flow tables when 

malignant activity is identified. The controller, in 

particular, stops machines that are thought to be infected 

by keeping track of and responding in real-time to the 

network traffic they generate.  

Windows also encourage Malware analysis. The research 

community's top concern right now is the constantly 

emerging new categories of malware, which is a an 

Internet threat that is harmful. Numerous methods have 

been employed, but they are unable to detect unidentified 

malware. To do so, the proposed work combines machine 

learning with dynamic malware analysis methods for 

malware classification and identification for Windows. It 

entails using the Cuckoo Sandbox Tool to run the 

executable offers a constrained environment with a 

minimal amount of uncovered resources for execution and 

post-execution analysis the behavior patterns statistics. The 

features and their count frequencies have been chosen 

using the JSON report that was generated by [11]. 

There has been a lot of interest in the field of Android 

malware detection in both academia and business. Studies 

on malware families in particular have helped with 

malware behavior analysis and detection. However, 

identifying malware family traits and the features that can 

characterise a specific family have received less attention 

in previous research. In order to enable fingerprinting the 

malware families with these features, we are motivated to 

investigate the key features that can categorise and 

describe the behaviors of Android malware families. [12] 

proposed twenty key features in three categories are used 

to build the fingerprints of ten malware families. Results of 

extensive SVM experiments show that the accuracy of the 

malware family classification ranges from 92% to 99%.  

Information Classification is a typical work in Machine 

Learning [13][14]. Expect that a few provided information 

focuses each have a place with one of two classes, and our 

motivation is to figure out which class another information 

point will have a place with. Aside from grouping, 

upgraded traffic characterization is a famous point among 

scientists. Because of Support Vector Machines(SVM), this 

model tends to the overfitting issue. The scientists explored 

networks security risk assessment and broke down laid out 

risk evaluation techniques. Rather than past gamble 

evaluation draws near, SVM has demonstrated to be a 

progressive type of learning machine technique in light of 

the primary gamble minimization idea. SVM gives various 

benefits with regards to tending to design acknowledgment 

issues with short example sizes, nonlinearity, and high 

dimensionality [15] SVM and twofold tree standards are 

made sense of inside and out and afterward used to 

organize security risk evaluation. They exhibited that the 

SVM strategy has higher Classification accuracy, better 

speculation execution, and less learning and testing time 

when contrasted with the ANN technique regarding 
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arrangement accuracy, speculation execution, and learning 

and testing time, particularly for little examples. 

Long Short Term Memory (LSTM)[16] is a profound 

learning engineering in light of fake repetitive brain 

organizations (RNNs) Deep Learning(DL). LSTM has 

criticism associations, dissimilar to ordinary feedforward 

brain organizations. It can deal with individual data of 

interest, (for example, photographs), yet in addition 

complete information transfers (like discourse or video). 

LSTM can be utilized for assignments like unsegmented, 

connected penmanship acknowledgment,  [17] discourse 

acknowledgment, [18] and oddity location in network 

traffic or IDSs, for instance (interruption discovery 

frameworks). A cell, an information door, a result 

entryway, and a neglect entryway make up a normal LSTM 

unit. The three entryways control the progression of data 

into and out of the cell, and the cell recollects values across 

erratic time stretch 

3. Proposed Methodology 

By running the executable files in isolated environments, 

virtual machines (VM), or emulators to observe the 

executable file behaviour during the run-time and then 

obtaining the desired dynamic data, numerous research 

teams have used a dynamic analysis approach to collect 

various types of data to distinguish between malicious and 

benign files. A dynamic analysis technique has been used 

to collect data of various kinds. Attack vectors can be 

dynamically depicted by keeping track of executable file 

behaviour and memory images during run-time as 

provided by [19][20]. The combination of SDN with 

Machine Learning learning algorithms for performing 

malware analysis is presented in the suggested system. A 

supervised learning technique is used to create the model 

for classification. Machine learning-based traffic 

classification is proposed to make network management 

activities easier. In software-defined networking 

technologies, the system structure for traffic categorization 

by deep learning models is depicted in fig 1., which The 

three components of the proposed paradigm are machine 

learning, real-time networks, and virtual networks. By 

linking the design industry to a virtual network for mail 

and data transfer applications, the hybrid network is 

constructed. The machine intelligence component of the 

proposed methodology is applied for traffic categorization.  

 

Fig 1. Architecture Diagram for the Proposed Work 

The data packets are collected from Kaggle that flows 

through the network is managed through the Pox controller 

and detects kind of the traffic through the traffic detector. 

The traffic detector detects whether the packets are normal 

packets or anonymous data packets with elephant flow. If 

elephant flow occurs then the data is classified through the 

machine learning algorithms to classify it into.exe, dll, api 

or other files. 

3.1 Software Defined Network (SDN)  

The data traffic created by client side is classified using the 

Software Defined Network (SDN) architecture. In SDN, 

the transmitted data and the control plane are separated. 

The downstream interface between devices and controller 

is the Open Flow protocol. The north bound interface 

allows network applications to communicate with the 

controller. The topology's network dynamics are captured 

and delivered to the controllers for making decisions and 

network device management. For giving suitable control 

instructions and handling network dynamics, an adaptive 

control mechanism is provided, together with data 

analytics. The feedback mechanism offers network 

topology updates in the form of network status, such as 

connection failures or topological changes. 

3.1.1 Topology 

For wired network scenarios, there are three distinct 

topologies: single switch with 'n' hosts, straight topology 

about same controls as host, and tree like topology. The 

user's needs can be used to construct a bespoke topology. 

3.1.2 Controller 

The controllers are fundamental component of system. 

This controller allows for active network resource 

organization. Because the controller has a worldwide 

network view, it is feasible to monitor the devices. The 
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data transmission within the devices is handled by the 

POX controller. The Open Flow is being used to 

manipulate flow rubrics. The southbound interface is used 

to communicate between the devices connected in the 

architecture and controller. Communication with the north 

bound line is possible. 

Data gathering, pre-processing, model creation, validation, 

prediction and labelling are all part of the network traffic 

categorization workflow. [21] proposed load balancing is 

used in the SDN system to maximize network resource 

use. The Quality of Service parameters are taken into 

account for categorization of traffic in the architecture by 

[22].  [23] describes how machine learning ideas are used 

in SDN for dynamic routing, QoE forecasting, resource 

planning, security, and traffic categorization. 

3.2 Long-Short Term Memory (LSTM) 

RNN-based architecture is used in deep learning for 

LSTM[24]. The Long short-term memory neural networks 

(LSTMs), for example, analyze one word at a time and 

provide the probabilities of probable values that the 

following word in a sentence may take in their states[25], 

which help with sentence comprehension. The kernel 

function and the scores of the neurons connected in the 

neural network are stored in a memory unit for feedback 

learning by the LSTM. The advantage of an LSTM over a 

traditional fully linked layer is that it can handle all data 

points, not just one. It gains power as a result. In our 

experiment, an LSTM model built with the Keras package 

and Tensorflow was used.  Our hidden state neurons layer 

has the following dimensions: [(64,32), (32,16), (64,32, 

32), (64,32, 32),]  

The LSTM layer's architecture is shown below. 

 

Fig 2. LSTM Architecture 

3.3.1 Algorithm for Analyzing the Malwares 

Step  –  1  : Predict the learning rate, network weights and 

Hidden layer to define the LSTM networks. 

Step  –  2  : Collect the Dataset from (Di) from Kaggle and 

normalize into learning data rate values. 

Step  –  3  : Identify the learning rate and organize Di 

Step  –  4  : Train the network. 

Step  –  5  : end 

Step  –  6 : Run the Predictions 

Step  –  7 : Predict the success.    

In LSTM, a block is a storage unit, and size is the amount   

of space allotted to that block for storing memory pointers. 

Long Short-Term Memory (LSTM) networks are a sort of 

recurrent neural network (RNN) architecture built for 

sequence data, and they can be implemented and trained 

using the popular deep learning frameworks Keras and 

TensorFlow. As the backend engine for Keras, TensorFlow 

enables you to construct neural networks, including 

LSTMs, using Keras as a high-level API while TensorFlow 

takes care of calculations and optimization. 

Recurrent neural network (RNN) architectures such as 

Long Short-Term Memory (LSTM) are made to recognize 

and learn long-distance dependencies in sequential input. 

LSTMs can process and update data over a number of time 

steps thanks to certain equations that control their 

behavior. The main LSTM equations are shown below: 

3.2.1. Forget layer 

The "forget layer" is a crucial part of a Long Short-Term 

Memory (LSTM) neural network that is essential for 

managing information flow and memory retention within 

the network's memory cells. The "forget gate," which is 

connected to the forget layer, is used to decide whether or 

not to preserve certain data from the memory cell from the 

previous time step. In order to solve the vanishing gradient 

problem and make it possible for LSTMs to detect long-

range dependencies in sequential data, this is crucial. 

The below fig3 represents the working of the forget layer: 

 

Fig 3. Interior function of Forget layer 

The previous memory cell state (ct-1) is multiplied element-

wise by the forget gate. The memory cell's components 

whose associated forget gate values are close to 0 will be 

"forgotten" or muffled, but components whose forget gate 

values are close to 1 will be kept. 

Algorithm for Forget layer 
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Step 0: Identify the previous hidden layer at timestamp (t-

1), current input at time t. 

Step 1 : Predict the Weight 

Step 2 : Place the Sigmoid function σ  

Step 4: Compute the ft 

Step 5: Update forget layer ft along with Ct-1 LSTM cell 

layer 

The working of Forget layer is determined by the 

following equation: 

ft = σ[ (ht-1,Xt).Ct-1]           ----------------------                  1 

ft     = Output of the forget layer 

ht-1 = hidden state layer from the previous time stamp 

Xt = input layer at time stamp t 

ct-1 = cell state layer from the previous time stamp 

The forget layer takes Xt as the initial input taken from our 

dataset along with the  hidden state layer of the previous 

timestamp. Hence we start to train our model. Sigmoid 

layer acts as the activation layer for activating the inputs 

and then concatenate with the Cell state of the previous 

timestamp. The Parameter ft  acts as a result of the forget 

layer, which also acts as an input for the input layer. The 

main advantage of using LSTM when compared with the 

RNN model is it overcomes the Varnishing gradient issue, 

hence prevents collapsing the model.  

3.2.2 Input layer 

 

Fig 4. Interior function of Input layer 

The input layer of a Long Short-Term Memory (LSTM) 

neural network is the first phase in which the network 

accepts input data and gets it ready for processing by the 

LSTM cells. The input layer carries out a number of tasks, 

including as converting input data into an appropriate 

format, communicating with the LSTM gates, and 

streamlining data transfer throughout the network. 

Algorithm for Input layer 

Step 0: Identify the previous hidden layer at timestamp (t-

1), current input at time t. 

Step 1 : Predict the Weight 

Step 2 : Place the Sigmoid function σ and store the result.  

Step 3 : Activate the input layer using Activation function 

“relu”.  

Step 4: Update the new input layer Xt and concatenate it 

along with Sigmoid function. 

Step 5: Confirm the forget layer to forget or discard the  ft  

The working of input layer is determined by the following 

equation: 

it = σ[Wi .(ht-1,Xt) + bi]               ----------------------------- 2 

Here bi is the bias vector for the input gate. 

Sequences or time steps are the two types of input data that 

the input layer accepts. One or more features may be 

present in each time step. A three-dimensional array with 

the dimensions (batch_size, time_steps, and num_features) 

is typically how the input data is organized. The input data 

is divided into two portions at each time step: one portion 

is used to calculate the candidate cell state (c~t) through 

the input gate, and the other portion is utilized to affect the 

output gate. 

3.2.3 Output Layer 

 

Fig 5. Interior function of Ouput Layer 

The output layer of a Long Short-Term Memory (LSTM) 

neural network is in charge of producing the network's 

final output based on the data that the LSTM cells have 

learned and processed during the course of the sequence. 

Depending on the particular task the network is intended 

for, the output layer translates the hidden state of the final 

LSTM cell into the necessary output format. 

Algorithm for Output layer 

Step 0: Identify the previous hidden layer at timestamp (t-

1), current input at time t. 

Step 1 : Predict the Weight 

Step 2 : Place the Sigmoid function σ and store the result.  

Step 3 : Activate the input layer using Activation function 

“relu”, for the new Xt value 
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Step 4: Update the new input layer Xt and concatenate it 

along with Sigmoid function. 

Step 5: Update the output layer and store the result Xt and 

Ct 

Step 6 : Repeat Step 5 for the next round, when Xt and Ct 

becomes Xt-1 and Ct-1 

Step 7 : Repeat the steps till the epoch satisfied. 

Step 8 : End 

The output layer is the result achieved, that can be 

calculated by the following equation: 

yt = Activation(Wo⋅ht+b0)       -------------------        3 

Here yt is the output layer and relu(Rectified linear unit) 

will be the activation function.  

4. Results and Discussions 

Long Short-Term Memory (LSTM) neural networks' 

results and conversations often entail assessing the 

performance of the trained LSTM model on a particular 

task or dataset, then interpreting and debating the results. 

Model selection, training, and parameter adjustment are all 

done during model creation. LSTM method is chosen. The 

Keras and TensorFlow is used to train and test the  models. 

When it comes to creating and training deep learning 

models, such as Long Short-Term Memory (LSTM) 

models, Keras and TensorFlow are tightly linked. On top 

of TensorFlow (and other deep learning frameworks), 

Keras is a high-level neural network API that offers a 

straightforward and user-friendly interface for creating and 

refining deep learning models. Here is how LSTM models 

are produced using Keras and TensorFlow: 

Import tensorflow as tf 

from tensorflow.keras.models import Sequential 

from tensorflow.keras.layers import LSTM, Dense 

The above one is the command to import the Keras and 

Tensorflow packages in Python. 

A Long Short-Term Memory (LSTM) neural network's 

typical training and testing times might vary greatly 

depending on a number of variables. These elements 

include the degree of model complexity, the amount of the 

dataset, the hardware configuration, and the particular task 

being carried out. As a result, it is difficult to provide a 

precise average training and testing duration because it 

relies on the particular circumstances. It is always 

necessary to minimize the Training time. To shorten 

training time, it's critical to monitor training progress, 

utilize the right hardware acceleration (such as GPUs), and 

take into account optimizations such batch processing and 

parallelism.  

It can take several hours to several days to train an LSTM 

model on a moderately substantial dataset using a 

conventional configuration (e.g., a moderate number of 

LSTM layers and units).  On large datasets, training 

particularly deep or complicated LSTM models could take 

several days or even weeks. The same tasks may take 

several times as long on a GPU as they do on a CPU 

during training. In our work, the model can able to work 

on both larger and smaller datasets. 

Table 1. Confusion matrix for LSTM model 

S.NO 

Super

vised 

learni

ng 

model 

Confusion Matrix (N = 950) 

  
Actual/ 

Predicted 
.exe .dll .api 

Oth

ers 

3 LSTM 

.exe 290 0 6 1 

.dll 8 283 0 4 

.api 1 3 318 0 

Others 0 1 0 35 

 

The confusion matrix is used to show the evaluation of the 

LSTM model in table 1.  The four types of file extension 

taken for classification are .exe,.dll,.api and other type of 

files. The confusion matrix is represented for the number 

of data instances as 950. Figure 3, Figure 4 and Figure 5 

depicts the performance of various layers on LSTM 

algorithms by means of Accuracy and Error Rate for data 

classification. The proposed method achieves up to 97% 

accuracy with very negligible error rate.  

The learning rate is considered as the key parameter as it 

establishes the increment size at which the weights of the 

model are updated during training. Selecting the right 

learning rate is crucial because it influences the trained 

model's quality and convergence speed. Here are some 

important factors to take into account while choosing the 

learning rate for LSTM models. The below table – 2 shows 

the learning that is used to work in our model.  

Table 2. Training of LSTM Record 

 

The performance analysis for various LSTM different 

layers algorithms is depicted in Figure 3,Figure 4 and 

Figure 5 and table 1 by Accuracy, Precision, Recall and F-

Score. The above said figures depicts the proposed 
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algorithms achieved better performance from 89% to 95% 

for all performance parameters. 

The below graph represents that the above results obtained 

are true. 

 

Fig 6. Malware analysis results 

 

Fig 7. Comparison of the accuracy of the results 

From the above figure – 7, X-axis represents the 

performance metrics of the different models and Y-axis 

represents the accuracy percentage. 

The features of our work had been compared with various 

other works, as the performance of Malware analysis is a 

prolonged strategy. As our approach deals with LSTM 

layers algorithms and the results are displayed using 

Pandas. Some of the comparison works are shown in table 

– 3 

Table 3. Comparison of the Existing works 

S.No Methodology used OS used Technology applied 

1 Dynamic Malware 

analysis 

Ubuntu 20.0 Python and 

Pandas(Analysis) 

2 Cuckoo Sandbox 

(Jamalpur et al ., 

2018) 

Windows and 

Ubuntu 

Cuckoo Sandbox 

3 Cuckoo Sandbox 

(Irshad and Dutta) 

Windows and 

Ubuntu 

Cuckoo Sandbox 

4 Ransomware 

Detection 

(Akbanov et al) 

Ubuntu Wannacry 

5. Conclusion 

In the SDN context, a supervised learning model for data 

traffic categorization is suggested. LSTM model is 

employed. Due to a thousand-fold growth in net data 

traffic, standard traffic categorization algorithms are 

limited. Recurrent neural network (RNN) architectures that 

excel at handling sequential data and time-series 

applications include Long Short-Term Memory (LSTM) 

networks. By including memory cells and gating 

mechanisms, which allow them to capture long-term 

relationships and prevent the vanishing gradient problem, 

LSTMs alleviate some of the drawbacks of conventional 

RNNs. The data is classified through the Forget layer, inut 

layer and outut layer algorithms to classify it into .exe, 

.dll,. api or other files. Sequential data analysis has been 

transformed by LSTM networks, which have also helped 

to solve a variety of practical issues. They have evolved 

into a core element in many deep learning systems and  

 

give the capacity to capture temporal dependencies. To 

realise the full potential of LSTMs, however, competent 

implementation and hyperparameter adjustment are 

necessary.The suggested framework for tool allocation in 

next-generation networks may be combined with deep 

more learning models in future. 
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