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Abstract: Due to the vast amount of data in educational databases, predicting student performance is a significant and complex task. 

Educational Data Mining (EDM) is used to do this, which creates techniques for locating data produced from educational settings. 

Understanding students’ performance and their learning environment is accomplished using these techniques. Educational institutions 

sometimes wonder to examine that how many students will pass or fail in order to make the appropriate plans. It has been noted that in 

earlier studies many researchers focused on choosing the best algorithm for proper classification and neglect looking for solutions to 

issues that arise during the data mining and analysis phases, including high dimensionality, unbalanced classes, and sorting error. 

Therefore, the proposed work aims to develop a novel framework, referred to as, Chaotic Optimized Boost Long Short Term Memory 

(COB-LSTM) for students’ academic performance prediction and classification. By using the public UCI education training dataset, a 

novel method for forecasting and analyzing students' educational achievement is developed in this work. After obtaining a dataset, the 

Chaotic Henry Gas Solubility (CHGS) optimization technique is used to choose the best traits for a classification that is accurate and low 

in data dimensionality. Then, a classification method based on the hybrid Boost integrated Deep Long Short Term Memory (Bo-LSTM) 

is used to accurately predict student performance. Several metrics and datasets have been employed in this study to test and evaluate the 

performance and results of the proposed COB-LSTM model. 

Keywords: Educational Data Mining (EDM), Students’ Performance Prediction, Chaotic Henry Gas Solubility (CHGS) optimization, 

Boost integrated Deep Long Short Term Memory (Bo-LSTM),  UCI Public Dataset 

1. Introduction 

In present times, student academic performance prediction 

has become a significant area of research in educational 

information mining [1, 2], which uses machine learning 

techniques to examine the data of educational systems. It 

can be difficult to determine the academic success of 

students because it depends on a number of distinct 

elements. Forecasting student scores [3] and marks based 

on their prior academic performance is a well-known and 

beneficial application in the field of education data mining. 

It is an excellent source of knowledge that might be 

applied in a variety of methods in order to improve the 

level of education across the country. According to 

pertinent research [4, 5], there are several techniques for 

predicting academic performance that are designed for 

carried out enhancements in the managerial and 

educational professionals of academic institutions. It is 

very important for learners as well as educators to predict 

students' academic achievement. By modifying their 

instruction and education system, instructors and social 

administrators can support students' learning plans by 

drawing on the prediction of learning outcomes [6]. 

Students' academic success can be affected by a number of 

variables, including their educational growth, personal 

traits, and behaviors related to academic activities. The 

majority of institutions now have trouble pulling in 

prospective students as a result of the more competitive 

academic markets. Therefore, it is crucial to do research on 

students' academic achievements [7-9] in order to assist 

their development and raise the standard of higher 

education, both of which will ultimately improve 

institutions' repute. The results of the prediction can also 

be used by instructors to determine which kind of learning 

behaviors are best for every group of students and how 

effectively to satisfy their requirements by offering them 

additional support. The forecast's results can also help 

students understand more about their performance and 

subsequently create effective learning strategies. One 

strategy to raise academic requirements and deliver 

superior educational services is through accurate prediction 

of student performance.  

Educational data mining (EDM) [10, 11], which focuses on 

using data mining techniques to analyze educational 

features, includes forecasting student academic 
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achievement. EDM can be separated into three distinct 

categories based on the aim of prediction, which includes 

forecasting of educational development, estimation of 

dropouts, and estimation of overall average student grade. 

The machine learning algorithms perform well on 

classification [12, 13] and prediction tasks, but in practice, 

the selection of an ML algorithm relies greatly on the data, 

including the kind of data element (that is, continuous or 

discrete), the model's final result, and other data properties. 

As a result, conducting an empirical investigation is 

required to identify the best machine learning method for 

any given application. Deep learning [14, 15] has made it 

possible for people to handle and analyze educational data 

that has been gathered from many sources, and this field of 

study is continuing to grow. A number of statistical 

approaches, data extraction, data visualization, and 

machine learning tools are used to examine educational 

data. The purpose of the research analytics produced from 

academic data is to examine information received from 

academic databases. Learning-management systems 

evaluate data, refine teaching techniques, and change the 

environment in which data is received.  

These techniques are advantageous to a range of 

professions by attaining a variety of objectives, such as 

recognizing patterns, forecasting behavior, or uncovering 

changes. This makes it possible for teachers to give pupils 

the best learning techniques for keeping track of their 

development [16, 17]. The performance of the pupils can 

be predicted using machine learning algorithms using data 

from educational institutions and academic records. The 

learning environment must be transformed using 

contemporary methodology and useful techniques. The 

education data mining model is crucial for understanding 

the learning environment for students because it examines 

both the educational environment and machine learning 

methodologies. The current research use a variety of 

machine learning techniques to predict students' academic 

success in educational institutions [18]. They suffer from 

serious drawbacks like poor forecast accuracy, a complex 

system, protracted processing times, and costly overhead. 

The proposed work therefore aims to develop a new model 

for projecting students' academic progress. The original 

research objectives of this work are given below: 

• A new approach for predicting and analyzing students' 

education performance is developed in this work using 

the public UCI education training dataset. 

• Once a dataset has been obtained, the Chaotic Henry Gas 

Solubility (CHGS) optimization technique is used to 

select the best characteristics for a classification that is 

both accurate and low in data dimensionality. 

• Next, a classification method based on the hybrid Boost 

integrated Deep Long Short Term Memory (Bo-LSTM) 

is used to forecast student performance with a high 

degree of accuracy.  

• In order to validate and assess the performance of the 

proposed COB-LSTM model, a number of metrics and 

datasets have been used in this study.  

The following sections comprise the remaining parts of 

this article: A complete analysis of the literature is 

presented in Section 2 for assessing the various machine 

learning-based frameworks for forecasting student 

performance. The proposed COB-LSTM is thoroughly 

discussed in Section 3. The overall performance evaluation 

is carried out using the comparison findings in Section 4. 

The summary of the study, the findings, and the 

suggestions are offered in Section 5. 

2. Related Works 

In order to anticipate student performance and implement 

corrective actions to enhance their performance, 

educational data mining is being extensively applied to 

extract usable knowledge from a vast number of datasets in 

higher educational environments. By considering the 

student's past experiences and educational achievement at 

educational institutions, machine learning approaches can 

forecast a student's performance. Machine learning [19, 20] 

is specifically used to estimate the likelihood that students 

will not succeed, allowing educators and administrators to 

quickly intervene on behalf of their students. A prominent 

topic for research in the fields of data mining, AI, big data, 

and educational data mining has received a lot of attention 

in the past. The goal of diverse study methods is to create a 

forecasting framework that will predict grades, scores, 

academic ratings, and academic suggestions. To examine 

and present the data, many methods and tools are 

employed. 

Hussain, et al [21] applied a machine learning technique to 

predict the students’ academic performance prediction. 

This system has generated an excess of data, which must 

be carefully analyzed in order to extract the finest usable 

knowledge for management and subsequent growth. Ha, et 

al [22] conducted an empirical study on several machine 

learning techniques used for students’ academic 

performance prediction. Imran, et al [23] utilized a 

supervised learning techniques for predicting students’ 

performance in their academics. Enhancing the standard of 

educational procedures in order to improve student 

performance is one of the main difficulties. In order to 

meet the needs of students who do inadequately, 

instructors might improve their teaching methods. They 

can also provide deserving learners more support. Students 

who have a good sense of how well or badly they would 

perform in a course may find the prediction findings 

helpful in developing strategies. A long-term goal of all 

educational institutions worldwide is to increase retention 

of students. Increased retention has a variety of beneficial 
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effects, including better job possibilities for alumni and 

improved college reputation and ranking. In order to assess 

the feature ranks, this study utilized a filter approach 

employing an information gain-based selection algorithm. 

It determines the characteristics to include in the 

performance model for students. Each feature is given a 

rank value during the feature selection process based on its 

impact on the classification of the information at hand. The 

ensemble method is used in this paper to develop the 

performance prediction model for students. A learning 

strategy called the ensemble technique blends several 

models to lower classification errors and improve the 

precision of inaccurate classifiers. 

Abu Saa, et al [24] intended to analyze different factors 

used to assess the performance of students in their high 

education. According to the study's findings, the most 

prevalent variables may be divided into four primary 

categories: students' e-Learning engagement, statistics, 

prior grades and academic performance, and social 

information. The results also showed that artificial neural 

networks, decision trees, and Naive Bayes classifiers are 

the most often utilized data mining techniques to anticipate 

and analyze learners' aspects. Tomasevic, et al [25] 

investigated about the different types of supervised data 

mining techniques for students’ performance prediction. In 

order to solve the problem of predicting student 

examination performance, a thorough analysis and 

comparison of cutting-edge machine learning approaches 

was conducted in this study. The need for a tagged dataset 

makes supervised machine learning algorithms more 

appropriate for this type of prediction problem than 

unsupervised ones because studied data samples must be 

comprehended. The three primary groups of supervised 

machine learning methods—similarity-based, model-

based, and probabilistic methods—were all taken into 

consideration. By identifying students with similar prior 

results, the similarity-based technique predicts 

performance on the test. The subsequent strategy is a 

model-based strategy that is motivated by the 

determination of hidden correlation between input learning 

data that make up the underlying model. Mengesh, et al 

[26] developed a support decision making system for 

validating and assessing students’ performance in 

university admission systems. The goal of this research is 

to assist higher education institutions in making wise 

admissions decisions by assessing students' academic 

potential before granting admission. Here, the four best 

prediction models such as Artificial Neural Network 

(ANN), Naïve Bayes (NB), Decision Tree (DT), and 

Support Vector Machine (SVM) are validated to make 

appropriate decisions while predicting students’ 

performance in academics.  

Jalotta, et al [27] analyzed several machine learning and 

statistical techniques used for students’ performance 

prediction. Instead of only providing a basic 

categorization, statistical techniques typically have a 

correct underlying probability model that offers 

possibilities of belonging to each class. A statistical 

technique known as correlation analysis is used to 

determine the strength of the relationship between two 

numerically determined continuous variables. Regression 

analysis explains the relationship between an independent 

variable and a dependent variable in terms of numbers. The 

Bayesian Model employs frequentist methodology and the 

application of probability on data is the core of this 

approach. Calculations using the Bayesian approach focus 

solely on the hypothesis' probability. Injadat, et al [28] 

discussed about the feature analysis models for education 

data  mining system. This study aims to forecast students' 

final scores in order to spot those who might require 

assistance earlier in the course. In order to analyze several 

machine learning approaches for forecasting students' 

academic success in the learning environment, the authors 

in [29] published a thorough study. In this review, the 

performance of the students in the learning environment is 

examined using a variety of data sources. Additionally, the 

PISA dataset was utilized in this study for system 

validation, with sample data being gathered from various 

institutions across nine different nations. Furthermore, 

early prediction aids in improving student activity logs, 

instruction effectiveness and academic potential. Waheed, 

et al [30] [32] [33] used a deep Artificial Neural Network 

(ANN) approach with a collection of hand-crafted 

characteristics to examine the way students learn in a 

classroom setting. The major goal of this effort is to 

develop a new framework for supporting the 

technologically enhanced learning platform, which is 

primarily focused on predicting students' academic 

success. According to this concept, student performance is 

anticipated to fall into the distinction, with-drawn, and 

pass-fail categories.  

3. Proposed Methodology 

The suggested Chaotic Optimized Boost LSTM (COB-

LSTM) technique is thoroughly explained in this part in 

order to more accurately forecast student performance. 

This work's original contribution is the creation of a brand-

new framework for evaluating students' academic 

performance in educational institutions using complex and 

cutting-edge optimization and classification approaches. 

The UCI public dataset is taken into account for system 

design and implementation in this framework. Then, 

feature optimization and selection are performed using the 

unique Chaotic Henry Gas Solubility (CHGS) optimization 

technique. The hybrid Boost integrated Long Short Term 

Memory (Bo-LSTM) technique is used to forecast student 

performance with high accuracy and minimal system 

complexity after getting the optimized feature set. The 
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proposed COB-LSTM differs from other existing 

prediction systems in that it is straightforward to develop, 

simple to understand, takes little time to train and evaluate 

the features, and predicts outcomes with a high degree of 

accuracy. The suggested COB-LSTM based students' 

performance prediction system's work flow model is 

depicted in Fig1 and includes the following stages of 

operations: 

• Preprocessing and normalization 

• Feature selection using CHGS 

• Students’ performance prediction using Bo-LSTM 

• Performance evaluation  

 

Fig 1. Flow of the proposed students’ performance 

prediction system 

Preprocessing is essential for data mining. Its goal is to 

transform unprocessed data into a format that mining 

algorithms can use. It includes the following operations: 

• Integration 

• Cleaning 

• Discretization 

• Balancing 

Data integration is the process of combining information 

from various sources into a single repository. To guarantee 

data consistency, missing and inaccurate information are 

treated during the cleaning phase. This study's dataset was 

free of missing data, outliers, and other errors. The desired 

data are converted from numerical values to nominal 

values using the discretization technique. Following data 

pre-processing, the data balancing strategy is used in this 

phase to address the problem of class inequalities. When 

there are significantly fewer instances of one class than 

occurrences of any other class or classes, this is known as 

the class unbalanced problem. When the data is 

unbalanced, traditional classification algorithms perform 

well for majority classes because they focus more during 

classification on instances belonging to the majority of the 

class and less on those belonging to the minority class. 

3. Chaotic Henry Gas Solubility (CHGS) Optimization 

for Feature Selection  

The CHGS optimization technique is used in this stage to 

successfully reduce the dataset's dimensionality. High data 

dimensionality frequently leads to classifier complexity 

increases, slower training speeds, and longer training 

times. Choosing the most necessary and pertinent features 

is therefore more crucial for producing an accurate forecast 

or categorization. Thus, feature selection and data 

dimensionality reduction in the proposed study are 

accomplished using the CHGS-based optimization 

technique. In prior investigations, many feature 

optimization strategies were used, but they struggled with 

the main issues of poor search effectiveness, high 

processing complexity, and low convergence rate. In order 

to construct a comprehensive and successful model for 

feature optimization, the suggested study has this 

objective. This technique is developed based on the 

Henry’s law that is specifically used for solving the real-

world problems with low computational burden. This 

technique includes the following stages of operations: 

• Parameter Initialization & Setup 

• Clustering 

• Best gas evaluation 

• Henry’s coefficient estimation 

• Solubility estimation 

• Position step updation 

• Position identification of worst agents 

• Chaotic map estimation 
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• Best optimal solution 

Determine N, the total number of gases, and their 

beginning positions. Gas partial pressure needs to be set to 

zero. The following formula can be used to determine the 

position of the ith gas, which is indicated by the sign Hi,j: 

Wi(m + 1) = Hmn + δw(Hmx−Hmn
)  

      (1) 

Where, δ indicates the random number, Hmn and Hmx are 

the lower and upper limits. In this method, selecting the 

number of clusters is important, and the same cluster 

should contain gases of the identical type. The best gas 

across all clusters is selected, as well as the best gas within 

each cluster. The gases can be ranked using the objective 

function. The position of the best gas among clusters is 

indicated by Wbest, while the location of the best gas 

within each cluster j is shown by the symbol Wj,best. The 

following equation is used for determining each cluster's 

Henry's coefficient: 

Gi(m + 1) = Gi(m). exp⁡(−Vj (
1

M(m)
−

1

M∂) ,M(m) =

exp⁡(−
m

itr
)      

     (2) 

Where, Gi(m + 1) indicates the coefficient value, itr 

represents the iteration, M(m) represents the temperature, 

and M∂ is the constant value. Consequently, the solubility 

is estimated for each gas as represented in the following 

model: 

𝒮i,j(m) = 𝒷wGj(m + 1)w𝔭i,j(m)        

(3) 

Where, 𝔭i,j is the partial pressure, i indicates the gas belong 

to the cluster j, and 𝒷 denotes the constant value. After 

that, the position updation is carried out by using the 

following equation: 

Wi,j(m + 1) = Wi,j(m) + 𝒻 × τ × ρ × (Wj,best(m) −

Wi,j(m) + 𝒻 × τ × ω × (𝒮i,j(m) ×Wbest(m) −Wi,j(m))  

      (4) 

ρ = ϑ × exp (
𝒻best(m)+e

𝒻i,j(m)+e
) , e   

     (5) 

Where, τ is the random number, ρ, ω, and ϑ are the 

constants, 𝒻i,j(m) defines the fitness of the gas, and 

𝒻best(m) indicates the best fitness value. Moreover, the 

number of worst agents are estimated with their updated 

positions. After that, the chaotic map functions including 

the chebyshev, circle, Gauss, iterative, logistic, sine, 

sinusoidal, and singer are computed for an effective 

optimization. The best optimal solution for selecting the 

most relevant characteristics from the provided data is 

found using the CHGS technique. It is also utilized to 

enhance categorization performance through better testing 

and training procedures. 

4. Boost Integrated LSTM (Bo-LSTM) Classification 

for Performance Prediction  

After feature selection, the Bo-LSTM classification 

methodology is used for predicting the students’ 

performance results. It integrates the functions of an 

ensemble-based boost learning and deep LSTM 

classification methods for an accurate decision making. 

Since, the previous machine learning and deep learning 

techniques have the major difficulties in terms of high 

system complexity, increased training time for learning, 

low efficiency, and high overfitting. Therefore, the 

proposed work aims to implement a new classification 

model, named as, Bo-LSTM for an efficient students’ 

performance prediction. In this technique, the input 

parameters such as base learner ℒ, and Number of rounds 

𝒦 are initialized with the attributes of the dataset as shown 

in below: 

𝒟 = {(a1, b1), (a2, b2) … (ax, bx)}        

(6) 

Where, 𝒟 indicates the given dataset, and 

(a1, b1), (a2, b2)… (ax, bx) are the attributes. Then, the 

weight value of the classifier is initialized by using the 

following model: 

𝒟s(i) = {

1

2x
if, bi = 0

1

2y
if, bi = 1

        (7) 

Where, x and y are the number of samples for the data 

classes 0 and 1 respectively. Consequently, the mean 

estimation, and scatter matrix formulation operations are 

performed by using the following equations: 

𝓂k =
1

N
∑ 𝒟k(i)ai
N
i=1         (8) 

𝓈k = ∑ 𝒟k(i)(ai −𝓂)(ai −𝓂)𝒦N
i=1   

     (9) 

Where, k = 1,2…𝒦,⁡N indicates the data samples, 𝓂k 

represents the mean value, and 𝓈k indicates the generated 

scatter matrix. After that, the eigen value ui decomposition 

is performed as represented in the following equation: 

𝓈ui = ψiui, i = 1,2…𝒹′       

(10) 

Where, 𝒹′ represents the dimensionality without losing any 

properties. Moreover, the projection matrix is constructed 

with the eigen vector Uv as defined in the following model: 

Uv = [u1, u2…u𝒹′] ∈ 𝔑𝒹×𝒹′   

   (11) 
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Furthermore, the LSTM is used as the base learner to 

forecast the data as represented in below: 

gk = LSTM(𝒟, Uv, 𝒟s)       

(12) 

Where, gk indicates the hypothesis value, 𝒟 is the 

provided data, and 𝒟s represents the distribution function. 

Subsequently, the error and weight value for gk are 

computed by using the following mathematical models: 

εk = Wi~𝒟i
[gk(ai ≠ bi)]       

(13) 

ωk =
1

2
In

1−εk

εk
        

(14) 

According to the estimated weight value for the base 

learner, the weight value is updated for the distributed with 

the normalization factor as defined in below:  

𝒟k+1(i) =
𝒟k(i)

Hi
× {

exp(−ωk) , ifgk(ai) = bi⁡

exp(ωk) , ifgk(ai) ≠ bi
 

    (15) 

The final prediction result of the Bo-LSTM classifier is in 

the following form: 

G(a) = {
1, if ∑ ωkgk(a) > 0.5𝒦

k=1

0, otherwise
  

    (16) 

By using this classification algorithm, an accurate 

performance prediction results are obtained that is used to 

analyze the students’ academic achievements. 

4. Results and Discussion 

By using the public UCI education dataset, the suggested 

COB-LSTM model's performance outcomes are validated 

and compared.  The dataset description [31] details are 

provided in Table 1.  

Table 1. Dataset description 

Attributes Description 

Age  Age of the student 

Gender Gender of the student 

Educational 

institution 

Student’s education institution 

Address Residential address of the student 

Fedu Father’s education status 

Medu Mother’s education status 

Fjob Father’s job  

Mjob Mother’s job 

Fsize Family size 

Reason Reason to select the education 

institution 

Tra_time Travel time from home to institute 

Failures Number of failures in the previous 

classes 

Activities Extracurricular activities 

Health Health status 

Absences Number of school absences 

Grade 1 First period grade 

Grade 2 Second period grade 

Grade 3 Final grade  

 

Accuracy = ⁡
Tp+Tn

Tp+Tn+Fp+Fn
       

(17) 

Precision = ⁡
Tp

Tp+Fp
    

    (18) 

Recall = ⁡
Tp

Tp+Fn
        

(19) 

F1 − score = ⁡
2∗Precision∗Recall

Precision+Recall
      

(20) 

MCC = ⁡
Tp∗Tn−Fp∗Fn

√(Tp+Fp)(Tp+Fn)(Tn+Fp)(Tn+Fn)
  

    (21) 

Kappa = ⁡
xo−xe

1−xe
        

(22) 

Where, Tp – true positives, Tn – true negatives, Fp – false 

positives, Fn – false negatives, xo – observed agreements, 

and xe – expected agreements. The suggested COB-LSTM 

model's overall performance is validated in Table 2 and 

Fig. 2 by employing various parameters in relation to the 

pass, fail, and average classes. According to an analysis of 

the observations, the proposed COW-LSTM technique 

offers better performance results for the given data with 

high accuracy and precision values up to 98.8%. The 

overall performance of the proposed COB-LSTM model is 

significantly improved in this study with the help of 

appropriate data handling and feature optimization 

techniques. 
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Fig 2. Performance analysis for the overall dataset 

Table 2. Overall performance analysis 

Predicted 

classes 

Accuracy Precision Recall F1-

score 

MCC Kappa 

Pass 98.92 98.84 98.24 98.9 98.43 98.22 

Fail 98.21 98.10 98.98 98.92 98.64 98.35 

Average 98.91 98.27 98.38 98.25 98.43 98.67 

 

The suggested COB-LSTM technique's accuracy and 

precision values are validated in Table 3 both with and 

without the use of feature selection methods. Then, in Fig. 

3 and Fig. 4, respectively, their graphical illustrations are 

shown. Some well-known methodologies, including SVM, 

NB, KNN, 1D-CNN, and ANN, are taken into 

consideration for this assessment and contrasted with the 

suggested model. According to the final results, the 

suggested COB-LSTM technique outperforms the current 

models with high precision and accuracy values up to 

98.9% and 98.5%, respectively. The outcomes of learning 

models that use feature selection strategies have 

significantly improved as compared to those without. 

Since, the feature selection plays a vital role in the 

classification or prediction system, which supports to 

improve the learning speed of classifier by optimally 

picking the most reliable features for classification.  

Table 3. Accuracy and precision performance analysis 

with and without feature selection 

Techniques 
With FS Without FS 

Accuracy Precision Accuracy Precision 

SVM 85 82 79 80 

NB 81 87 77 85 

KNN 81 78 80 72 

1D-CNN 90 89 85 90 

ANN 86 85 83 86 

Proposed 98.9 98.5 95 96 

 

Fig 3. Performance analysis for the overall dataset with 

feature selection 

 

Fig 4. Performance analysis for the overall dataset without 

feature selection 

The suggested COB-LSTM technique's training and testing 

performance outcomes are validated in this study and 

compared with samples of 75% and 25%, respectively. 

With 75% of the training dataset, Table 4 and Fig. 5 

support the COB-LSTM technique's performance results. 

The testing results are similarly validated by Table 5 and 

Fig. 6 using 25% data samples. Overall evaluations lead to 

the conclusion that the proposed COB-LSTM improves 

performance outcomes for all classes, with training results 

outperforming test results. 

Table 4. Performance evaluation of COB-LSTM using 

training dataset (75%) 

Classes Accuracy Precision Recall F1-

score 

MCC Kappa 

Pass 99.12 98.9 99 98.8 98.7 99.1 

Fail 98.96 98.5 98.9 98.87 98.68 98.92 

Average 98.95 98.86 98.87 98.69 98.99 99.1 
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Fig 5. Performance evaluation with the training dataset 

(75%) 

Table 5. Performance evaluation of COB-LSTM using 

training dataset (25%) 

Classes Accuracy Precision Recall F1-

score 

MCC Kappa 

Pass 98.89 98.85 98.69 98.64 98.58 99 

Fail 98.95 98.48 98.61 98.35 98.78 98.94 

Average 98.85 98.67 98.76 98.67 98.57 98.69 

 

 

Fig 6. Performance evaluation with the training dataset 

(25%) 

5. Conclusion 

This study creates a brand-new framework called the 

COB-LSTM model to forecast students’ academic 

achievement. Here, the suggested system has been put into 

practice using a publicly accessible UCI education dataset. 

The unique CHGS optimization method is then used to 

undertake feature optimization and selection. After 

obtaining the optimized feature set, the hybrid Bo-LSTM 

technique is applied to predict student performance with 

high accuracy and little system complexity. The proposed 

COB-LSTM is distinct from other current prediction 

systems in that it is easy to create, easy to comprehend, fast 

to train and quick to evaluate the features, and predicts 

outcomes with a high degree of accuracy. The final step is 

to evaluate and test the overall results and efficacy of the 

suggested strategy for predicting students' performance. In 

this work, the COB-LSTM results were validated using the 

publicly accessible student database from UCI. Age, 

gender, residence, father's job, father's education, mother's 

employment, mother's education, and other characteristics 

are all included. Additionally, the prediction outcomes of 

the recommended technique are validated using the 

training data (75%) and testing (25%) data. Overall results 

show that the COB-LSTM model outperforms other 

learning methods with accuracy and precision of 98.9% 

and 98.5%, respectively. Future improvements to the work 

can be made by incorporating a real-time dataset for 

system analysis and implementation using cutting-edge 

deep learning techniques. 
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