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Abstract: The global warming and climate change is a one of the main reason for shortage of water. Therefore, smart use of water 

resources is necessary for long-term sustainability. Among different large-scale water consumer industries, the agriculture is one of the 

key consumers. The utilized water in agriculture has polluted and not suitable to use. Therefore, optimization in water management 

systems in agricultural irrigation system is required. In this paper, we proposed an automated crop irrigation system. The system 

considers the real and live soil sensor readings for predicting the water treatment plan. On the other hand the weather conditions have 

also been considered before initiating the water supply. Therefore, decision making function has been formulated. The decision making 

function requires the prediction of water treatment plan and also the future weather conditions. Therefore, for making accurate prediction 

ANN algorithm has been trained for performing prediction of both the facts. In addition, for making dataset more effective for training 

with the ML algorithm a pre-processing algorithm for soil moisture sensor data set has been proposed. The experiments have been 

carried out and a simulation has been done. Based on the obtained performance the proposed technique of weather prediction using 

Artificial Neural Network (ANN) provides higher accuracy 99.4% as compared to Support Vector Machine (SVM) which provides 95% 

accuracy. Additionally for soil conditions this algorithm results 88.4% accurate predictions. In addition, the training and decision making 

time of the system has also been evaluate which demonstrate the decision can be performed in a fraction of seconds. Finally, the training 

time is also found acceptable and the system only needs once to train on a location specific data.  

Keywords: Smart Irrigation, Irrigation Automation, Machine Learning, Water Conservation, Food Security, Water   Management Plan. 

1. Introduction  

The machine learning (ML) techniques can be used in 

various real world problems. Mainly these techniques have 

employed in order to perform prediction, classification and 

decision making. The prediction aims to approximate a 

continuous value, classification perform categorization, and 

decision making capture and identify key insights to react 

on a specific  

event [1]. In this presented work, the ML techniques are 

being used for decision making task. In precision farming it 

is essential to measure the requirement of crops and supply 

appropriate amount of water to crops for improved 

production and quality [2]. The aim is not only to supply the 

appropriate amount of water into the crops but also preserve 

the water during the farm irrigation process. 

In traditional farming process, crop irrigation decisions are 

highly depends on the soil conditions such as temperature 

and moisture. In addition, the weather conditions are also 

influencing variable for accurate irrigation decision making 

process [3]. Therefore, in this paper, a ML based system has 

proposed to address this decision making complexity in an 

automated irrigation system.  

The aim is to involve the analysis and utilization of weather 

information (prediction) in order to make more precise and 

practical decision making for crop practical decision 

making for crop irrigation. Therefore: 

1. First explore the sensor reading dataset to correctly 

identify the type of prediction or classification 

problem. 

2. Next, explore the techniques of weather data 

collection, analysis and utilization. 

3. Third, introduce an algorithm to combine weather 

prediction information into the irrigation system 

automation. 

The proposed model is trying to automate decision making 

and water treatment practise for more practical use. The 

proposed technique map the irrigation decisions based on 

the relationship between the soil temperature, moisture and 

weather conditions. Therefore, the data exploration is the 

essential task before proposing any method. After 

exploration we can decide the appropriate ML algorithm for 

employing with the proposed system. This section presents 

an overview of the work involved in this paper, next section 

provide a detailed investigation of the utilized dataset. 

2. Data Collection and Exploration 

In order to explore the data nature and to identify the type 

of problem hidden in the sensor readings analysis we utilize 

a predefined dataset. Thus, a Soil Moisture and 
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Temperature - Data set is downloaded from the KBS LTER 

core database [4]. The dataset is consisting of sensor 

readings and labelled with appropriate water treatment 

labels. The initial dataset attributes and their description are 

given in figure 1. 

 

Fig 1 KBS LTER core database attributes 

The dataset is the collection of soil moisture and 

temperature readings for 10 years, each day. It contains a 

total of 15706 readings. The attribute “Treatment_Type” 

has needed to predict. There are five treatment types (i.e. 1, 

2, 4, 6, 7 and 8). Figure 2 shows the raw dataset samples. 

Fig 2 Raw dataset samples 

The treatment type or classes are first encoded to (0, 1, 2, 3, 

and 4) using a label encoder function. During this we want 

to check is the dataset has any class imbalance problem or 

not [5]. Therefore, a count plot has been prepared to know 

the distribution of samples into the water treatment type. 

Figure 3 shows the class distribution of the water treatment 

dataset. 

 

Fig 3 water treatment class distribution 

Next, we focus on the dataset, which consist of seven 

attributes; among them two columns is the time stamp. 

Therefore, initially we consider the data and problem as 

time series problem [6]. In this context, we eliminate the 

“Years” attribute and “Date” attribute is converted into the 

index column. The transformed dataset has demonstrated in 

figure 4. 

 

Fig 4 Final dataset used for analysis 

In this figure, we can see a single date has three sensor 

readings. Additionally, the treatment type of these readings 

is different from each other. Therefore, if we apply any time 

series operation or time series based pre-processing then 

data loss has been possible. Therefore, we drop the idea of 

analyzing the water treatment prediction problem as time 

series forecasting problem [7]. 

Thus, we consider this problem as the classification or 

pattern recognition problem [8]. In this context, we drop 

time information from the dataset to avoid over-fitting and 

under-fitting problem [9]. Next, we are investigating the 

influence of attributes over the classification. Therefore, the 

entire dataset has grouped according to the treatment type 

and prepare a line plot to understand the patterns of the data 

attributes for making different set of decisions. Figure 5 

demonstrates the plots of the different attributes according 

to their class labels. In figure 5(A) and 5(B), the 

temperature attribute’s line plot is given, which shows high 

over-lapping between them. Additionally, the attributes are 

following a cyclic trend in temperature. On the other hand, 

in figure 5(C) and 5(D) shows the less overlapping 

according to the attribute. 

Next the data has been analysed to establish the relationship 

among attributes. Therefore, the scatter plot between two 

attributes has been prepared. The combinations of the 

different attribute’s plot have been demonstrated in figure 6. 

Based on the four attributes a total of 6 unique 

combinations has been prepared to evaluate the relativity 

among them. According to the different generated plots the 

most of combinations have a relationship but between 

attribute “T0_2” and “T3_15” data has strong relationship. 

Based on the visual analysis of the dataset attributes we can 

utilize a classification algorithm for performing more 

accurate classification. 
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2.1 Problem with Data and their solution  

The dataset contains a time stamp attribute. Therefore, it is 

a time series problem. Most of the time series problems are 

configured to perform regression but the discussed problem 

is a multi-class classification problem [10]. The second 

issue is belongs to the frequency of treatment, and the type 

of treatment [11]. For understanding clearly, consider the 

figure 7 below. 

 

Fig 7 Example of data samples 

In this diagram we can see the single date has multiple 

entries, which makes learning difficult for learning 

algorithms. In this context, are proposed to pre-process the 

data for making it effective for learning algorithm. The pre-

processing algorithm follows the following steps: 

Table 1 Pre-processing Algorithm 

Input: Dataset D 

Output: pre-processed Dataset P 

Process: 

1. 𝑆 =  𝐷. 𝑆𝑜𝑟𝑡𝑉𝑎𝑙𝑢𝑒𝑠(𝑏𝑦 𝐷𝑎𝑡𝑒) 

2. 𝐺 =  𝑆. 𝐺𝑟𝑜𝑢𝑝𝐵𝑦(𝐷𝑎𝑡𝑒) 

3. 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑔𝑖  𝑖𝑛 𝐺 

a. // where 𝑔𝑖 = {𝑑1, 𝑑2, … 𝑑𝑛} 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 

b. 𝑀 =
1

𝑛
∑ 𝑑𝑗

𝑛
𝑗=1  

c. 𝑃. 𝐴𝑑𝑑(𝑀) 

4. End for 

5. Return P 

 

  

(A) (B) 

  

(C) (D) 

Fig 5 Attributes plot according to the treatment type 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(3s), 85–95 |  88 

Basically this algorithm calculates the mean of all the 

attributes of the instances belongs to same date. 

Additionally the different treatment types are also involved 

in this process. After performing group based mean we 

found the new three type of treatments says 0, 1 and 2. 

Additionally, again we plot the relationship among the 

different dataset attributes. The figure 6 also contains the 

pre-processed data based attribute relationships. According 

to the visual analysis the data has transformed and may 

become more classifiable for the ML algorithms. Therefore, 

   

(A) (B) (C) 

   

(A1) (B1) (C1) 

   

(D) (E) (F) 

  
 

(D1) (E1) (F1) 

Fig 6 Relationship between dataset attributes before and after applying the pre-processing algorithm 
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the pre-processed data is used with the SVM [12] and two 

variants of ANN models to classify the data to predict 

accurate treatment levels. The figure 8 demonstrates the 

performance of ANN based model’s training and validation. 

Figure 8(A) demonstrates the accuracy for the training of 

the ANN models and Figure 8(B) shows the accuracy for 

validation. 

According to the recorded performance of the ANN 

algorithms we found the accuracy of the algorithm has 

remained constant and results to 88.4% accuracy for both 

the algorithms. In addition, the SVM classifier has also used 

and the comparison have been done for both the conditions 

before and after pre-processing of the data. The figure 9 

shows the accuracy of the SVM and ANN classifiers for 

before and after pre-processing of data. 

 

Fig 9 Accuracy before and after data pre-processing 

Based on the obtained results all the classifiers are 

performing similar in terms of accuracy and produces 88% 

accurate decisions. Thus, after obtaining the acceptable 

accuracy the weather forecasting modules has been studied.  

3. Weather Forecasting 

The weather data and future trend prediction is now in these 

available by using different Application Programming 

Interface (API). There are two popular APIs available for 

gathering location aware weather information. 

1. OpenWeatherMap 

It is a service for weather data, which includes current 

weather, forecasts, and historical data for developers. This 

API enables the utilization for web and mobile applications. 

API also supports JSON, XML, and HTML endpoints. A 

free and limited version of API is available. Additionally 

for more than 60 requests per minute paid subscription 

required. To use this API, we need an API key [13].  

2. BeautifulSoup 

It is a python library for extracting data from HTML and 

XML. It generates a parse tree from the page, which can be 

used to extract data. The Python’s has used to make HTTP 

requests. The headers contain specific information, which is 

placed before the raw information. After that, we use a get() 

method and perform Google search with the city name to 

retrieve the data. Then, we use BeautifulSoup and parse the 

HTML data. Then, select() function is used to retrieve the 

information like time, info, location [14]. 

These two methods are providing us direct information to 

utilize the weather information for preparing the proactive 

water treatment plan. But in this work, for simulation 

purpose we are utilizing the weather prediction dataset 

obtained from Kaggle [15]. The initial raw dataset is 

demonstrated in figure 9. The dataset contains 96453 

instances and 12 attributes. Initially, three attributes 
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Fig 8 shows the accurate of the water treatment type prediction based on ANN algorithm for (A) Training samples (B) 

Validation samples 
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“Summary”, “Precip Type” and “Daily Summary” have the 

similar information. Therefore, we eliminate “Summary” 

and “Daily Summary”. Additionally, “Precip Type” is 

considered as class label. There are three type of predictions 

involved 'rain', 'snow' and ‘nan’. In order to make use this 

data with ML algorithms we are going to encode the 

“Precip Type” as three categories. 

Next the conversion of data set from Object to float type has 

been performed, to use the data set for numerical 

calculations by ML algorithms. Next the time stamp is used 

to sort the dataset and also we sort the data according to the 

date values. Then we performed visual data analysis of the 

weather dataset attributes.  

Figure 10 contains the visualization of the remaining 

attributes in dataset. Based on the visual analysis we found 

the temperature is varying throughout the year and follows a 

cycle each year. In addition, the attribute “Loud Cover” has 

a common value 0 for all the instances. Thus we eliminate 

the “Loud Cover” from the dataset. Finally, the dataset 

contains only 7 attribute as training input and the relevant 

weather conditions are used as label. The similar ANN 

configuration has been used for performing classification of 

the given dataset. Additionally the SVM has also used for 

performing comparison.   

Figure 12 contains the accuracy for the implemented both 

the ANN models. The figure 12(A) shows the accuracy 

during training of the algorithm and 12(B) shows the 

accuracy for validation. According to the obtained results 

the ANN configuration 1 or model 1 shows the higher 

accuracy as compared to second model. The model 1 also 

performs better for validation samples as shown in figure 

12(B). Next for comparison SVM algorithm has also 

implemented. The comparison of SVM and both the 

implemented ANN algorithms has been given in figure 13. 

Based on the comparison the ANN configuration 1 we 

found the SVM is able to predict only 95% of validation 

samples on the other hand ANN model 1 shows 99.4% and 

model 2 shows 98.9% of accurate results.  

 

Fig 10 Initial Weather dataset 

  

(A) (B) 

Fig 11 Prediction performance of proposed weather condition system for (A) Training (B) validation 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(3s), 85–95 |  91 

  

(A) (B) 

  

(C) (D) 

  

(E) (F) 

  

(G) (H) 

Fig 10 Visual data analysis for the weather dataset attributes  
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Fig 13 Accuracy for weather prediction 

4. Combining Decision to Make Water Supply 

The system architecture of applying the weather forecasting 

and water treatment prediction techniques has demonstrated 

in figure 14. The given system can be described in three key 

modules: 

4.1 Data Collection 

Basically, the data is generated from the agricultural activity. 

In this work, the problem of water irrigation has considered 

thus the data can be collected from the farm land. In recent 

work [16], ESP32 based hardware is used. This data 

collection system is works by using FC-28, which is a used 

for measuring the moisture in soil. It can be directly used 

with different microcontrollers. Additionally the hardware 

contains ESP32, which is a feature-rich processor or 

microcontroller (MCU) with Wi-Fi and Bluetooth 

connectivity. The FC-28 is a soil moisture sensor connected 

with the ESP32. The total cost of the unit is very low and 

can be built less than 600 INR. A farmer can put these 

sensors according to their own located points or for better 

results we discuss the location estimation technique in our 

recent work. 

In these experimental scenarios in place of collecting data 

directly from farmland by using sensors we have utilized a 

temperature and moisture sensor reading dataset. In addition, 

in place of taking weather data from API or any other 

source, we have considered the weather dataset obtained 

from Kaggle. The detailed study about the dataset has been 

discussed in previous section.  In next section, we are 

discussing how the computational server has utilizing the 

weather and sensor reading to predict the water treatment 

plan automatically. Additionally how the weather condition 

is changing the water treatment plan has also been discussed. 
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Fig 14 shows the system architecture to configure both the components weather and water treatment prediction 
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4.2 Data Processing 

The steps of utilizing the weather and sensor reading in the 

proposed proactive management system have been 

demonstrated in this section. Figure 15 demonstrate the 

computational system work flow for obtaining the accurate 

and automated water supply decision making processing.  

According to the diagram, the system consists of two 

historical databases. First, dataset is termed here as weather 

dataset W and second dataset is termed as Soil condition 

dataset S. The dataset W is used with the ANNM-1 model 

to train the network. Similarly by using the defined pre-

processing technique ANNM-1 the model is trained with 

sensor reading dataset S. Let first model trained with 

weather conditions is named as 𝑀𝑊  and model for soil 

condition is named as 𝑀𝑆 . The model 𝑀𝑊  accepts the 7 

weather parameters for making prediction. Similarly model 

𝑀𝑆  requires 5 parameters to make predictions. The 

predicted values are used with the next section for making 

decision. 

4.2.3 Decision making  

According to the datasets used the input for 𝑀𝑊  is a 7 

parameter input which is defined as: 

𝐼𝑊 = {𝑖𝑇 , 𝑖𝐴𝑇 , 𝑖𝐻 , 𝑖𝑤𝑖𝑛 , 𝑖𝑊𝐵 , 𝑖𝑉 , 𝑖𝑃} … … . . (1) 

Where, 𝑖𝑇  is the current temperature, 𝑖𝐴𝑇  is providing 

Apparent Temperature, 𝑖𝐻  is given as humidity, 𝑖𝑤𝑖𝑛  is 

showing wind speed,  𝑖𝑊𝐵 is showing wind bearing, 𝑖𝑉  is 

visibility and 𝑖𝑃 is pressure. 

Similarly the model 𝑀𝑆 input tuple is defined as: 

𝐼𝑆 = {𝑖𝑇02
, 𝑖𝑇315

, 𝑖𝑊02
, 𝑖𝑊315

} … … . . (2) 

Where, 𝑖𝑇0_2  is temperature for 0-2 cm, 𝑖𝑇3_15  is 

temperature for 3-15 cm, 𝑖𝑊0_2  is water content for 0-2 cm, 

and 𝑖𝑊3_15  is temperature for 3-15 cm. 

These inputs are provided to trained ANN algorithms which 

are given as 𝑀𝑆  and 𝑀𝑊 . On the given inputs these 

algorithms are working as the following function. 

𝑀𝑆(𝐼𝑆) = {
0          𝑅𝑒𝑡𝑢𝑟𝑛 𝐹𝑎𝑙𝑠𝑒
1, 2     𝑅𝑒𝑡𝑢𝑟𝑛 𝑇𝑟𝑢𝑒

… … … . . (3) 

 Similarly, for the second algorithm 

𝑀𝑊(𝐼𝑊) = {
0, 1          𝑅𝑒𝑡𝑢𝑟𝑛 𝐹𝑎𝑙𝑠𝑒
 2             𝑅𝑒𝑡𝑢𝑟𝑛 𝑇𝑟𝑢𝑒

… … … . (4) 

Where, in equation (3), the output related to the water 

treatment, additionally the output of 1 and 2 represents the 

water treatment and amount of water to supply. On the other 

hand in weather conditions out 0 and 1 represents the 

happening of rain or snow. Thus, system returns false. Let, 

the output of the equation is denoted by 𝑂𝑆 and 𝑂𝑊. Then 

we need a function f such that: 

𝑓(𝑂𝑆, 𝑂𝑊) = {

𝑖𝑓 𝑂𝑆 = 𝑇 𝑎𝑛𝑑 𝑂𝑊 = 𝐹 𝑇ℎ𝑒𝑛 𝑁
𝑖𝑓 𝑂𝑆 = 𝐹 𝑎𝑛𝑑  𝑂𝑊 = 𝐹 𝑇ℎ𝑒𝑛 𝑁
𝑖𝑓 𝑂𝑆 = 𝑇 𝑎𝑛𝑑 𝑂𝑊 = 𝑇 𝑇ℎ𝑒𝑛 𝑌
𝑖𝑓 𝑂𝑆 = 𝐹 𝑎𝑛𝑑 𝑂𝑊 = 𝑇 𝑇ℎ𝑒𝑛 𝑁 

… … (5) 

The equation enable and disable the water supply based on 

T(True) or F(False) decision made by the system. 

 5.   Results Analysis 

The proposed work is aimed to design an automated 

decision making system for applying in irrigation of crops. 

 

Fig 15 Process of utilizing the weather forecast and soil moisture readings in automation of irrigation system 
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Therefore, the historical sensor readings are used to train 

ML algorithm, and based on future sensor readings the 

algorithm predicts the water treatment plans. But, the 

weather conditions are also influencing the water treatment. 

Therefore, one more ML algorithm has been trained to 

monitor the weather conditions. Additionally, with the 

change in atmospheric conditions it utilizes the appropriate 

function to change in irrigation plan. Therefore, a decision 

making function has been developed. That performs the 

decision making task for enable or disable the water supply 

valves. Thus the performance or quality of service of the 

presented work has been significantly depends on prediction 

components. 

During the investigation we have implemented and 

experimented with the two versions of ANN algorithm’s 

configuration and SVM algorithm for selecting appropriate 

prediction technique. Based on experimental accuracy we 

have selected ANN algorithm for utilizing in prediction task. 

The considered prediction algorithm provides 88.4% 

accurate prediction for soil moisture and temperature 

sensors additionally producing 99.4% accurate results for 

weather prediction task. However, the system required to 

train only once for initialization of prediction algorithm. 

The training time of the selected ANN algorithm and SVM 

algorithm is also measured and reported in figure 16. The 

training time of the algorithm has been given in terms of 

seconds (sec). According to the training time of the 

algorithms the weather data takes higher time due to large 

number of parameters to learn as compared to soil moisture 

dataset. 

 

Fig 16 Training Time of used ML algorithms 

Next, the decision making time of the algorithms has also 

been measured. The decision making time (𝐷𝑡) is calculated 

based on the following equation: 

𝐷𝑡 =
𝑉𝑡

𝑁
… … … … . (6) 

Where, 𝑉𝑡is the validation time for N number of samples. 

 

Fig 17 Decision making time of algorithms 

 Figure 17 demonstrate the decision making time of the 

algorithms. The models are providing decisions in a fraction 

of seconds. Therefore, the system is not only accurate it is 

efficient for making decision and also has fewer training 

time. Due to fast processing and efficient decision making it 

requires fewer server (cloud) resources thus the user need to 

pay low cost of the service developed using this strategy.   

6 Conclusions 

The agricultural use of fresh water is never recovered again. 

Additionally, recycling needs a significant amount of time 

and artificial process are expensive. Therefore, fresh 

conservation is a challenging task in agriculture. In this 

paper, we are aimed to minimize the utilization of water 

without affecting the crop yield. Therefore, an automated 

water treatment system has been proposed. Additionally, it 

various components has been discussed. The model consists 

of three main parts data collection, data analysis and 

decision making. First, we discussed how the data can be 

collected from farm land by using the sensor hardware 

which is influenced by our recent work [16]. After 

collecting the localized sensor readings the pre-trained 

ANN algorithm has been used to decide water treatment 

decisions. These sensor readings are indicating the water 

requirements of the crop or farmland. Next the weather 

conditions are also influencing the water treatment 

decisions. Therefore, a weather forecasting system is also 

incorporated to predict the possible weather conditions. 

Finally, a decision function has been introduced to make 

decisions of water supply enabling and disabling. This 

function accepts the predictive outcomes of the ANN 

algorithms. Additionally, on changing the sensor readings 

and weather condition parameters the decisions may change 

accordingly. The predictive algorithm has a great influence 

on entire system performance and required quality of 

service. Therefore, most accurate ANN technique among a 

comparison of prediction is selected. For weather conditions 

ANN perform 99.4% accurate predictions and for soil 

condition before data pre-processing is predicts only 21% 

correct treatment. Additionally, after performing a pre-

processing step the same algorithm provides 88.4% accurate 
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results. Additionally the algorithm also produces faster data 

analysis in terms of algorithm training and decision making. 

Thus the proposed system is acceptable to demonstrate how 

we can perform precise irrigation automation with limited 

sensor deployments and low cost server.    
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