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Abstract: The precise identification of animal species is of utmost importance in comprehending biodiversity, conducting surveillance of 

endangered species, and examining the potential ramifications of climate change on the geographical dispersion of species in specific areas.  

Closed-circuit television (CCTV) cameras represent a form of passive surveillance technology that generates a substantial volume of 

ecological imagery.  The manual evaluation of extensive datasets is a labor-intensive, time-consuming, and costly process, underscoring 

the importance of automated ecological analysis.  In the realm of computer vision, there has been significant progress in addressing issues 

related to object and species recognition through the development of deep learning networks. These networks have demonstrated state-of-

the-art performance, showcasing their effectiveness in this domain. In this study, we have undertaken the development and evaluation of 

machine learning models with the purpose of classifying animal groups based on camera trap images. Transfer learning was employed in 

our study to conduct experiments with VGG19, GoogLeNet (InceptionV3), ResNet50, and DenseNet121. CNN-1 achieved an accuracy of 

53% in multiclassification, whereas GoogLeNet demonstrated a higher accuracy of 87%. Similarly, ResNet50 earned an accuracy of 83%, 

DenseNet reached 81%, and VGG achieved 79%. The findings of this study indicate that the utilization of transfer learning yields superior 

performance compared to that of the self-trained model. The models exhibited encouraging results in terms of species detection and 

classification within Zakouma National Park. 

Keywords. CCTV, species, image classification, deep learning, machine learning, Convolution Neural Network, image augmentation.

1. Introduction 

The utilization of remote cameras or video traps has 

emerged as a groundbreaking instrument in the realm of 

wildlife ecology and conservation monitoring [1], gaining 

increased significance in tandem with advancements in the 

technology. This very effective instrument takes a 

substantial quantity of images, with each image potentially 

offering a comprehensive range of data regarding the 

existence of an animal inside a strategically chosen research 

area [1], its population magnitude, and its interactions 

within the community [2]. researchers have the ability to 

collect biographical and critical evidence in a remote 

manner, free from any potential interference caused by 

human observation [2,3]. The unprocessed images obtained 

can be archived for subsequent analysis [3,4]. In addition, 

the inclusion of imagery samples offers supplementary data 

for detection purposes, encompassing specific details such 

as the exact day, time, and environmental circumstances 

throughout the imaging process [5].Zakouma National Park 

functions as a protected area that provides refuge for several 

species of animals originating from West and Central 

Africa, a region where many of these species face 

endangerment[6]. The park harbors a total of 66 mammal 

species, of which 16 are classified as large animals. Notably, 

the park saw the introduction of two black rhinoceros 

specimens in the year 2018. Zakouma National Park harbors 

a variety of species that are currently facing threats or are at 

risk of extinction. Notably, it is a significant habitat for the 

Kordofan giraffe population, accounting for almost 50% of 

the whole population found in Africa. This subspecies of 

giraffe is critically endangered. Additionally, the park 

provides a sanctuary for the Lelwel hartebeest, the north-

east African cheetah (Acinonyx jubatus soemmeringii), and 

Buffon's kob, all of which are either vulnerable or 

endangered. The floodplains, rivers, marshes, and pans of 

Zakouma serve as significant habitats for migrating birds, 

providing essential resting and nesting locations. 

Additionally, the wetlands in the southeastern region of 

Zakouma are included in the Inundation Plains of Bahr 

Aouk and Salamat Ramsar site, which is recognized as one 

of the world's largest wetland areas [7]. 
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Fig 1. Meta herds of elephant occupy Zakouma, indicating 

population growth 

The buffalo population in Zakouma National Park has had a 

substantial growth, rising from a mere 220 individuals in 

1986 to a current estimate of over 15,000 individuals. The 

aforementioned circumstance facilitated the first 

reintroduction endeavor conducted in the Siniaka-Minia 

Wildlife Reserve, during which a total of 900 buffalo 

specimens were successfully translocated. The buffalo that 

were reintroduced originated from a substantial herd that 

faced the imminent threat of encroaching into agricultural 

territories. Despite experiencing many setbacks, the 

translocated herds have successfully established a founder 

population in Siniaka Minia, marking the emergence of a 

substantial population that has not been seen for several 

decades. Efforts are now being made to initiate the 

reintroduction of rhinoceroses to the park. Notably, two 

female specimens of the wild black rhinoceros species have 

already been effectively tranquilized, subjected to thorough 

examination, and equipped with tracking devices. The 

rhinoceros population in Zakouma has positive health 

indicators, therefore validating the suitability of its habitat 

despite past setbacks encountered during relocation efforts. 

 

Fig 2. Conservation law enforcement teams monitor and 

track wildlife. 

 

2. Review of Literature 

2.1. Zakouma National Park size, history, location, and 

map 

2.1.1. History 

The establishment of Zakouma Hunting Reserve in 1958 

may be attributed mostly to the endeavors of Michael Anna, 

who demonstrated a keen awareness of the ecological perils 

confronting the area [9]. Following the establishment of the 

reserve, there was a significant surge in animal populations 

in Chad, thus drawing the attention of poachers. In 1963, 

Zakouma was officially designated as a national park, so 

granting it the utmost degree of safeguarding as stipulated 

by the legal framework of Chad. Chad has submitted an 

application for the official recognition of Zakouma National 

Park (ZNP) as a UNESCO World Heritage Site. The United 

Nations Educational, Scientific and Cultural Organization 

(UNESCO) conducted visits to the ZNP (Zoological 

National Park) in both 2009 and 2011, resulting in notable 

advancements towards the attainment of the stated 

objective. Nevertheless, the lingering boundary dispute in 

the vicinity of Kiéké, including the settlements of Bone 

Daoud and Bone Fakhara, has the potential to impede the 

timely resolution of the matter. 

The southeastern region of ZNP is included inside the 

Plaines d'Inondation des Bahr Aouk et Salamat RAMSAR 

site, which has the distinction of being one of the most 

expansive RAMSAR sites globally, spanning an impressive 

area of 4,922,000 hectares. This website has significant 

importance because to its prominent role as a primary 

catchment region for the Chari River, a key tributary that 

ultimately feeds into Lake Chad. The 50th anniversary of 

ZNP was commemorated on February 21, 2014, with the 

esteemed presence of the President of Chad. During the 

incident, the whole ivory stockpile belonging to Chad, 

which amounted to a total of 1.1 tons, was subjected to 

incineration. In recognition of their contributions to 

conservation efforts in Chad, a number of individuals, 

including three members of the AP crew, were bestowed 

with civilian medals. 

 

Fig 3. The location of Zakouma National Park 
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2.1.2. Key conservation threats and issues  

The main threats currently affecting the park can be 

summarised as follows 

Table 1: Key conservation threats. 

 

2.2. Related work 

Various studies have used machine learning algorithms in 

order to identify animal species shown in images but with a 

predominant emphasis on mammals and avian creatures 

[10]. There is a limited number of research that have used 

deep learning techniques for the purpose of species 

identification in camera trap images, with the majority of 

these studies focusing on images captured under controlled 

conditions. In contrast, the present research used a 

combination of primary and secondary datasets including 

camera trap images. There is a significant collection of 

animal data being conducted through citizen science 

initiatives[11]. Several examples of platforms that are often 

used for citizen science projects are Zooniverse, iNaturalist, 

Pl@ntNet, and Flora Incognita[12].In 2013, Yu et al. 

published a pioneering research that used a camera trap 

dataset in conjunction with machine learning techniques, 

marking the first comprehensive endeavor of its kind. The 

researchers used an advanced methodology known as 

improved sparse coding spatial pyramid matching (ScSPM) 

to extract distinctive characteristics from the data. These 

features were then classified using a support vector machine 

(SVM) algorithm [13]. An accuracy rate of 82% was 

attained. 

 

The first implementation of a convolutional neural network 

(CNN) for species identification using camera traps was 

conducted by Chen et al[13]. in their study [14]. A 

comparison was conducted between a bag of visual words 

(BOW) technique and a deep convolutional neural network 

(DCNN) method. The researchers used a scale-invariant 

feature transform (SIFT) methodology to extract features for 

bag-of-words (BOW) representation. Subsequently, a linear 

support vector machine (SVM) was utilized for the 

classification of these features. The researchers used a 

dataset that was both intricate and characterized by high 

levels of noise. The dataset consisted of 14,346 training 

photos and 9,530 testing images, including a total of 20 

species that are often seen. The deep convolutional neural 

network (DCNN) demonstrated superior performance when 

compared to the bag-of-words (BOW) approach, with an 

accuracy rate of 38.315% as opposed to 33.507%. 

Since the year 2016, scholars have used pre-trained deep 

convolutional neural network (DCNN) architectures with 

openly accessible citizen science datasets for the purpose of 

species detection. In their study, Gomez et al. [15] used the 

unbalanced Snapshot Serengeti dataset to conduct a 

classification task on 26 separate groupings of animal 

species. To do this, they utilized eight different 

convolutional neural network (CNN) frameworks, including 

AlexNet, VGGNet, GoogLeNet, and ResNets. The 

convolutional neural network (CNN) architectures 

exhibited a diverse set of layer configurations, with AlexNet 

consisting of 8 layers and ResNet-152 boasting a 

significantly larger number of layers, specifically 152. The 

ResNet-101 model demonstrated superior performance 

compared to other models [15]. 

2.3.  Objective 

This study aimed to develop an animal recognition model 

for the identification of animals in Zakouma National Park. 

To achieve this, a combination of datasets obtained from 

Zakouma National Park and the Kaggle repository was 

utilized. The approach employed in this research involved 

transfer learning. The study investigated two models: a 

convolutional neural network (CNN) model called self-

trained CNN model , and transfer learning using four 

pretrained models: VGG19, GoogLeNet (InceptionV3), 

ResNet50, and DenseNet121. In the context of the self-

trained model, our objective was not to surpass existing 

state-of-the-art image classification architectures or 

pretrained models like VGG19, GoogLeNet (InceptionV3), 

ResNet50, or DenseNet121. Rather, our aim was to examine 

the influence of an efficient network and augmentation 

parameter on a comparatively limited dataset. The findings 

of this study indicate two key points. Firstly, they highlight 

the benefits of employing a robust network and utilizing 

pretrained weights for both feature extraction and 

classification tasks. Secondly, the study underscores the 
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significance of augmentation parameters in influencing the 

performance of four transfer learning models and a self-train 

CNN model, particularly when dealing with a limited 

dataset. 

2.4. Dataset 

Data was gathered from two distinct sources for this study: 

primary data was obtained from Zakouma National Park in 

Chad, while secondary data was sourced via Kaggle. The 

datasets were merged in order to enhance the outcomes. The 

dataset used in the experiment consisted of 18 distinct 

classifications, each including a varied amount of images.  

The selection of this heterogeneous dataset was made with 

the intention of capturing the complexities inherent in image 

classification problems encountered in real-world scenarios. 

Primary data refers to data that is gathered firsthand by the 

researcher, whereas secondary data refers to information 

that has been previously obtained by another individual or 

entity. The main dataset utilized in this research included of 

visual representations of fauna within Zakouma National 

Park, along by pertinent details pertaining to the species, 

age, gender, and geographical coordinates of the animals. 

The secondary dataset included of animal images sourced 

from Kaggle. 

Through the integration of primary and secondary data, we 

successfully generated a dataset that exhibited more 

comprehensiveness and enhanced representativeness of the 

actual world. The utilization of primary data provided us 

with a distinct vantage point about the fauna within 

Zakouma National Park, but the incorporation of secondary 

data afforded us a more comprehensive outlook on the 

global animal variety. 

The mixed dataset was utilized to train a machine learning 

model for the purpose of classifying images of various 

animals. The model demonstrated a notable level of 

accuracy when evaluated on a separate test dataset, 

indicating its potential to effectively generalize to unseen 

data. 

It is posited that our work possesses the capacity to generate 

a substantial impact on the domain of image classification. 

The mixed dataset at our disposal serves as a great resource 

for academics who seek to create and assess image 

categorization techniques. Furthermore, our research 

indicates that the integration of primary and secondary data 

holds promise as a viable approach for enhancing the 

efficacy of machine learning models. 

 

 

Fig 4. Image of Elephants from Zakouma National Park 

 

Fig 5. Image of Giraffe from Zakouma National Park 

 

Fig 6. Image of Lion from Zakouma National Park 
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3. Methodology 

3.1.1.  Deep Learning Networks 

The convolutional neural network (CNN) was investigated 

as a deep learning technique within the context of an image 

recognition framework. Convolutional Neural Networks 

(CNNs) typically consist of three types of layers: 

convolutional (CONV) layers, subsampling or pooling 

layers, and one or more fully connected (FC) layers at the 

end of the network [16]. Convolutional layers employ a 

specific type of linear operation known as "convolution" 

[17] between the pixel values of the input image and the 

small trainable filters referred to as "kernels". A 

multidimensional matrix with dimensions of width, height, 

and depth is used to represent an RGB image [18]. Kernels 

are augmented with a weight that is randomly initialized and 

can be learned. These kernels perform an element-wise 

matrix multiplication, which produces feature maps that are 

relevant and have dimension [19]. The nonlinear activation 

function ReLU (rectified linear unit) is applied to each 

feature map in order to prevent the loss of significant 

information [20]. This is achieved by turning negative 

inputs into actual zero values [16]. The pooling procedure 

reduces the dimensions of the feature map, leading to an 

increase in the level of tolerance towards translation 

invariance in the presence of image distortion [19]. The 

decrease in input size has the effect of reducing both 

computational complexity and memory use [19]. 

Additionally, it aids in mitigating the tendency for 

overfitting [19]. Several fully connected (FC) layers are 

responsible for mapping the features obtained from the 

preceding convolutional and subsampling layers [21], 

thereby preparing them for the purpose of output prediction. 

Deep Convolutional Neural Networks (DCNNs) exhibit a 

hierarchical structure in which lower hidden layers are 

responsible for encoding low-level structures such as line 

segments, orientations, and edges. Intermediate layers in the 

network learn abstract elements such as squares and circles. 

The higher hidden layers, along with the output layer, 

integrate these discriminative characteristics and generate a 

probability distribution for the assigned class labels [16]. 

In this study, we have devised and evaluated a total of five 

Convolutional Neural Network (CNN) frameworks. These 

frameworks include a self-trained framework denoted as 

CNN-1, as well as four transfer learning frameworks that 

utilize pretrained models such as VGG19, GoogLeNet 

(InceptionV3), ResNet50, and DenseNet121. During the 

training process, the selection of image augmentation 

techniques and trainable parameters was carefully 

conducted in order to optimize the accuracy of each model. 

As previously stated, our objective was to investigate the 

influence of different design configurations and factors on 

the behavior and performance level of the model. 

 

3.1.2.  Self-Trained Model(CNN-1) 

The CNN architecture employed in our study comprises 

four convolutional layers, each of which is then followed by 

batch normalization and max-pooling layers. The 

integration of batch normalization serves the purpose of 

stabilizing and expediting the training process, as well as 

enhancing the generalization power of the model [22]. 

Dropout layers are intentionally positioned subsequent to 

the fully linked layers in order to mitigate overfitting and 

enhance the model's resilience. The output layer of the 

neural network consists of 18 neurons, which aligns with the 

requirements of our multiclass classification objective. The 

SoftMax activation function is employed in order to 

enhance the estimation of class probabilities [23].This 

architectural design integrates core ideas of Convolutional 

Neural Networks (CNNs) with established methodologies, 

including batch normalization and dropout, in order to 

enhance the stability of model training, mitigate overfitting, 

and enhance the performance of classification tasks. 

 

Fig: 7. CNN Architecture Model 

3.1.3. VGG19Model 

 Oxford's Visual Geometry Group (VGG) created VGG19, 

a CNN architecture. In 2014, Karen Simonyan and Andrew 

Zisserman released "Very Deep Convolutional Networks 

for Large-Scale Image Recognition" to introduce it. VGG19 

is a 19-layer deep CNN with 16 convolutional and 3 fully 

linked layers [24]. It is trained on ImageNet, which has over 

1 million images and 1000 item classifications. VGG19 

excels at image classification challenges like the ImageNet 

Large Scale Visual Recognition Challenge. Other computer 

vision tasks like object detection and segmentation use it 

extensively [25]. VGG19 extracts picture characteristics 

using convolutional layers. Different convolutional layers 

learn to extract edges, corners, and textures. The fully 

connected layers learn to classify images into object 

categories using the convolutional layers' characteristics. 

VGG19 is a sophisticated CNN architecture but 

computationally expensive to train and implement. Online 

pre-trained VGG19 models can be fine-tuned for specific 

needs [26]. 
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Fig 8: VGG19 Architecture model 

3.1.4 GoogleNet Model 

GoogLeNet, developed by Google, is an advanced deep 

neural network architecture. The distinguishing 

characteristic of this particular model lies in its innovative 

Inception modules, which consist of parallel convolutional 

layers including different filter sizes[27]. These modules 

facilitate the network in effectively capturing properties 

across various scales.The GoogLeNet architecture is 

characterized by its computational efficiency and parameter 

reduction achieved through the utilization of global average 

pooling[28]. The system is renowned for its exceptional 

precision and incorporates auxiliary classifiers to address 

training difficulties 

3.1.5 DenseNet Model 

The DenseNet architecture is a type of convolutional neural 

network (CNN) that establishes connections between each 

layer and all preceding layers within the same block[29]. In 

contrast to conventional convolutional neural network 

(CNN) architectures, which exhibit a sequential connection 

of layers.The substantial connectivity of DenseNet 

promotes the flow of gradients, facilitates feature reuse, and 

facilitates the learning of discriminative features[30]. 

DenseNet demonstrates efficacy in scenarios characterized 

by restricted data availability or where the control of model 

size is of utmost importance, as it effectively addresses the 

issue of vanishing gradient difficulties. DenseNet is 

particularly advantageous in the context of deep learning 

endeavors that strive to enhance feature representation [31]. 

 

Fig: 9 Densest Architecture Model 

3.1.6 ResNet50 Model 

The concept of residual neural networks (ResNets) was 

initially introduced by He et al. in 2015 [32]. Residual 

Networks (ResNets) are a kind of deep neural networks that 

have exceptional performance and exhibit remarkable 

convergence properties [33]. According to recent research, 

it has been discovered that deeper networks may encounter 

a phenomenon known as the vanishing gradient problem. 

This problem manifests as a saturation of accuracy, leading 

to a subsequent degradation in performance as the depth of 

the network grows [32]. This problem can provide 

challenges in the training process of the network and may 

result in overfitting, a phenomenon where the network 

becomes excessively specialized in the training data and 

fails to effectively generalize to novel input[34]. 

Residual Neural Networks (ResNets) employ skip 

connections as a means to mitigate the issue of disappearing 

gradients. Skip connections facilitate the unimpeded 

transmission of information from the input or preceding 

layers to subsequent layers situated at greater depths within 

the neural network architecture. This mechanism aids in the 

propagation of gradients over the whole network, even in 

networks with a large number of layers.Skip connections, 

also known as identity mappings, involve the direct addition 

of the input from the preceding layer to the output of another 

layer. This enables the neural network to acquire residual 

functions, which represent the discrepancy between the 

input and the intended output. Residual Neural Networks 

(ResNets) have demonstrated remarkable efficacy across a 

range of applications, encompassing image classification, 

object detection, and picture segmentation. 

 

Fig: 10. ResNet50 Architecture 

3.2.  Image Classification Framework 

The process of image classification infrastructure 

encompasses several steps, including preprocessing the 

input dataset, training and validating the deep learning 

architecture, and evaluating the final model using unseen 

test data, as depicted in Figure 7. The data that is accessible 

is partitioned into three distinct sets: the training set, the 

validation set, and the test set[35]. The Convolutional 

Neural Network (CNN) model acquires significant 

characteristics through the process of training, wherein it 

extracts pertinent information from the provided training 

data[36]. The validation dataset is employed for the purpose 

of evaluating the model's performance and optimizing the 

hyperparameters in order to attain the most optimal fit. In 

the process of forward propagation, the model quantifies the 

disparity between the observed and projected labels. During 
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the backpropagation process, the model iteratively adjusts 

its learnable parameters, namely weights and biases, in 

order to minimize the loss function and enhance the overall 

performance of the model. 

 

Fig 11: The workflow of the image classification pipeline 

involves preprocessing the raw dataset, training and 

validating architecture, and testing the final model with 

different sets of samples. 

The model underwent iterative training through the 

adjustment of many parameters, including the number of 

layers, filter size, learning rate, epoch size, and batch size. 

Once adequate accuracy was achieved through many 

training and validation iterations, the model that performed 

the best was chosen as the final model. This final model was 

then assessed using test data that had not been previously 

seen. 

3.3.  Data Processing  

The efficacy of machine learning models, particularly deep 

convolutional neural networks (CNNs), is greatly 

influenced by the effectiveness of data preprocessing 

techniques. This section outlines the preparation techniques 

employed to enhance data quality, mitigate noise, and assure 

compatibility with the selected convolutional neural 

network (CNN) designs [37]. 

3.3.1.  Image Resizing 

The initial stage of data preprocessing for Convolutional 

Neural Networks (CNNs) involves the normalization of 

image dimensions. For the sake of this study, all images 

within the dataset were subjected to resizing, resulting in a 

uniform width and height of 244 pixels. This process 

guarantees that all input images possess a consistent aspect 

ratio, a prerequisite for their utilization in convolutional 

neural network (CNN) models. Consequently, this enables 

the models to acquire spatial hierarchies and characteristics 

efficiently through the imposition of consistent dimensions. 

3.3.2. Data Augmentation 

The implementation of data augmentation serves as a crucial 

technique in enhancing the dataset's robustness and 

enhancing the model's ability to generalize. There are 

several compelling justifications for this, one of which being 

the mitigation of overfitting [38]. Overfitting is a 

phenomenon in machine learning where a model becomes 

excessively specialized in the training data, resulting in a 

lack of ability to effectively generalize to unseen data. Data 

augmentation is a technique that can mitigate the issue of 

overfitting by introducing diversity into the training data. 

The dataset utilized in our study exhibited class imbalance 

concerns, prompting us to employ data augmentation 

techniques in an attempt to alleviate this issue. Class 

imbalance occurs when there is an unequal distribution of 

samples among different classes within a given dataset. The 

presence of imbalanced class distributions might pose 

challenges for machine learning models in effectively 

classifying minority classes. Augmentation techniques were 

employed to generate additional instances of 

underrepresented classes, hence contributing to the 

enhancement of the model's accuracy. 

3.3.3 Pixel Normalization  

In order to achieve uniformity in pixel values and maintain 

numerical stability during the process of model training, we 

performed dataset normalization by dividing each 

individual pixel value by 255. Normalization is a technique 

that mitigates the presence of sharp gradients and promotes 

equal contribution of each feature in the learning process, 

hence facilitating smoother convergence during training 

[39]. Furthermore, the process of normalization allows the 

model to effectively adapt to different lighting conditions 

and variations in color gradients present in the images.  

3.3.4 Image Denoising 

In our data pretreatment pipeline for image denoising, we 

employ a Gaussian blur technique with a dynamically 

derived standard deviation. This standard deviation is 

determined using the std () function from the Python NumPy 

library. This denoising technique aids in mitigating the 

adverse effects of noise present in the dataset. The 

application of Gaussian blur serves to effectively mitigate 

the presence of high-frequency noise in images, hence 

facilitating the preservation of crucial features[40]. This 

stage proves to be highly beneficial in the context of 

working with images that exhibit varying degrees of noise, 

particularly those acquired from real-world scenarios. The 

utilization of Gaussian blur as a denoising technique 

enhances the resilience of our models by mitigating the 

influence of noise present in the dataset, hence yielding 

classification outcomes that are more precise and 

dependable[41]. 

3.4. Evaluation Metrics 

The evaluation of a machine learning model's performance 

can be assessed based on its ability to accurately classify 

novel or unseen data that originates from the same 

underlying distribution as the training samples. The training 
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and validation curve, also known as the learning curve, 

illustrates the progressive enhancement of the model's 

performance throughout the training process. The test 

outcome is determined through the use of statistical 

measures, including accuracy, precision, recall, and F1-

score. These metrics rely on the identification of true 

positives (TP), false negatives (FN), false positives (FP), 

and true negatives (TN). 

 

4. Results and Discussion 

In order to assess the performance of our model, we 

employed a dataset consisting of 1,100 test images that were 

evenly divided among 18 distinct classes within our study. 

In order to maintain equal evaluation of all classes, a random 

assignment was conducted, ensuring that each class 

received a nearly identical amount of test images. This 

methodology guarantees a fair assessment of the model's 

performance across all categories, hence enhancing the 

reliability and objectivity of the evaluation. Figure 1 

presents an estimation of the distribution of images among 

several classifications. 

 

Fig12: Image Distribution 

4.1 Model Metric 

In this study, we provide the results and performance 

assessment of a machine learning classification job utilising 

VGG19, GoogLeNet (InceptionV3), ResNet50, and 

DenseNet121 models, implemented with transfer learning 

techniques. The analysis focuses on evaluating the attained 

accuracy and other performance measures, including 

precision, recall, and F1-score, in order to make 

comparisons between the models' performances. In 

addition, we engage in the examination and analysis of 

significant discoveries and perspectives. 

Table 2: Performance Evaluation of the Proposed Method 

Model 
Accuracy 

in (%) 

Precision 

in (%) 

Recall 

in (%) 

F1 in 

(%) 

CNN 52 51 50 52 

GoogLeNet   87 84 85 86 

VGG19 79 74 76 77 

ResNet-50  83 80 83 82 

DenseNet 81 80 82 81 

 

 

Fig 13: Graphical representation of Performance 

Evaluation metrics 

4.2 Implications of Accuracy Result 

The observed discrepancies in accuracy outcomes across 

different models highlight the significance of carefully 

choosing the most suitable architecture for a specific image 

categorization assignment. The GoogLeNet (InceptionV3) 

model demonstrates exceptional performance in capturing 

complicated features, rendering it the preferred option when 

dealing with datasets containing complex patterns. The 

performance of ResNet50 underscores the significance of 

incorporating skip connections in deep neural networks, 

whereas DenseNet121 exemplifies the capabilities of 

densely connected structures. Although VGG19 exhibits a 

relatively lower level of accuracy, it remains a feasible 

choice for certain image classification applications that do 

not priorities complexity as a significant factor. 
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4.3 Confusion Matrix 

The utilization of a confusion matrix in the context of 

multiclass image classification tasks offers a thorough 

assessment of the model's efficacy in accurately detecting 

examples within several classes. The tracking of true 

positive (TP), true negative (TN), false positive (FP), and 

false negative (FN) predictions for each class enables the 

assessment of the model's capabilities and limitations. In 

order to obtain a deeper understanding of the classification 

behaviour exhibited by the four transfer learning models, 

namely VGG19, GoogLeNet, ResNet50, and DenseNet121, 

we proceeded to create confusion matrices for each 

individual model. 

 

Fig14:  Confusion Matrix for GoogLeNet 

 

Fig15 : Confusion Matrix for ResNet-50 

 

Fig16: Confusion Matrix for Densnet 

 

Fig 17 : Confusion Matrix for VGG19 

 

Fig18: Confusion Matrix for CNN 

4.4 Accuracy Epoch Graph 

 

Fig 19: Accuracy over Epoch for GoogLeNet 
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Fig 20: Accuracy over Epoch for ResNet-50 

 

Fig 21: Accuracy over Epoch for Densenet 

 

Fig 22: Accuracy over Epoch for VGG19 

 

Fig 23:  Accuracy over Epoch for CNN 

 

 

 

 

Within this particular section, an assessment is conducted 

on the efficacy of a bespoke Convolutional Neural Network 

(CNN) model in the context of image classification. 

Furthermore, a comparative analysis is undertaken to 

juxtapose the performance of this custom CNN model 

against that of transfer learning approaches. The models 

were assessed using a dataset consisting of images of several 

species of animals within the Zakouma National Park. The 

accuracy of our customized Convolutional Neural Network 

(CNN) model was found to be 53%. The very low 

performance seen in this study can be attributed to a 

combination of variables, such as the scarcity of training 

data and the utilization of a poor model architecture. 

On the other hand, transfer learning models demonstrated 

notable levels of accuracy, ranging from 79% to 87%. The 

aforementioned findings underscore the benefits of utilizing 

pre-trained models in the context of image categorization 

endeavors. Transfer learning has the potential to surpass the 

performance of custom convolutional neural network 

(CNN) models, even when trained with a limited amount of 

data. This characteristic renders transfer learning a highly 

advantageous tool for practitioners in the field of machine 

learning. 

Transfer learning has numerous benefits for image 

categorization tasks, encompassing: 

The utilization of transfer learning models enables the 

extraction of characteristics from images, thus facilitating 

the training of a novel classifier. This approach can prove 

advantageous in scenarios when the available training data 

is scarce, since it facilitates the reduction of trainable 

parameters. 

Fine-tuning refers to the process of enhancing the 

performance of transfer learning models by training them on 

a novel dataset. This can prove advantageous in scenarios 

when the newly acquired dataset exhibits dissimilar 

characteristics compared to the dataset utilized for pre-

training the model. 

Transfer learning models have the advantage of requiring a 

smaller quantity of data for training compared to custom 

Convolutional Neural Network (CNN) models, hence 

enhancing data efficiency. This approach can prove 

advantageous in situations where the quantity of accessible 

training data is restricted. 

In summary, the results of our study indicate that transfer 

learning is a great asset for machine learning professionals 

engaged in the development of image classification models 

when confronted with a scarcity of training data. 

5.   Conclusion 

This study examines the efficacy of bespoke convolutional 
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neural network (CNN) models and transfer learning models 

in the context of species classification. The proprietary 

convolutional neural network (CNN) model demonstrated a 

modest level of accuracy at 53%. In contrast, the transfer 

learning models, namely VGG19, GoogLeNet, DenseNet, 

and ResNet50, exhibited significantly higher accuracies 

ranging from 79% to 87%. The findings of this study 

provide evidence supporting the benefits of employing 

transfer learning in species categorization tasks, particularly 

in scenarios when the available training data is scarce. 

Additionally, we conducted fine-tuning on the pre-trained 

models by unfreezing select top layers and subsequently re-

training them using our species categorization dataset. The 

performance of the models was further enhanced, resulting 

in GoogLeNet achieving the greatest accuracy rate of 87%. 

The results of our study indicate that the utilization of 

transfer learning and fine-tuning pre-trained models can 

yield considerable levels of accuracy in the classification of 

species. Nevertheless, there exist certain constraints in our 

research. For instance, our evaluation was limited to a small 

subset of deep learning architectures, and the potential for 

enhancing our study exists through the acquisition of 

additional training data. Future study should aim to 

investigate other deep learning architectures, ascertain the 

ideal parameters, and amass a larger corpus of sample data 

in order to get a more precise and automated solution for 

species recognition. 

In its entirety, our study offers a significant contribution to 

the domain of species classification through the utilization 

of deep learning techniques. This study showcases the 

efficacy of transfer learning as a robust methodology for 

enhancing the efficacy of 

species classification models, particularly in scenarios when 

the availability of training data is constrained. Additionally, 

we offer a methodology for optimizing the performance of 

pre-trained models through a process known as fine-tuning. 

It is our aspiration that the outcomes of this study will serve 

as a catalyst for further investigation into the application of 

deep learning techniques in the context of species 

categorization endeavors. Additionally, we anticipate that 

this will inspire the development of more precise and 

automated solutions in this domain. 
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