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Abstract:  In this work, deep learning models are used to expect the swindle in monetary declarations and to derive the important 

features that will be used by the auditors to control the deception in the reported declarations. Totally, eight models are developed as part 

of this work. For under sampled and oversampled datasets, the models are built on deep neural networks and convolutional neural 

networks, each having three and five layers. Top two models from the eight models are selected based on performance factors like 

accuracy, sensitivity and precision. The precision is defined for both positive predictive value and negative predictive price. From the top 

two models, important features are derived using the SHAP methodology. The important features from both the top models are analyzed 

to derive a common set of features that would be recommended to auditors to make their job easy and accurate.  

Index Terms: Economic statements, fraud, machine learning, data mining  

1. Introduction 

The financial statements prepared by accounting and 

finance departments are issue to scrutiny by the 

controlling bodies by SEBI and RBI in order to ensure 

the genuineness as the economy of a nation depends on 

financial health of the companies and safety of investors 

wealth. Financial statements reflect the financial 

condition, investment details, liabilities, interest paid and 

interest earned etc. The financial condition [1] of an 

organization reveals correct information about the 

growth of the assets or liabilities over time. The financial 

statements are used by the organizations for the purpose 

of raising new loans or to seek investments in the 

markets. Also, these statements are used by investors to 

decide on their investments, by rating agencies for credit 

ratings, by creditors to grant or recover loans, or by the 

governments or third parties to recognize the good 

performance with awards. 

Since the financial statements are important documents 

used by the external entities to gauge the financial health 

of an organization, there is possibility of manipulation of 

the certain figures in the financial statements by the 

companies to make it more attractive for new 

investments, loans or for awards. Of late, there is 

growing trend [2-4] of fraud in the emerging markets. 

Therefore, it is imperative to ensure the genuineness of 

the statements before using it for taking decisions. The 

genuineness can be verified using machine learning 

models. These machine learning models are mostly 

cataloguing models which are trained on a set of labeled 

financial statements. The labels of Genuine or Fraudulent 

are provided to each financial statement by carefully 

studying by the expert auditors. When an organization 

employs digital transformations, these models are made 

part of the transformation and it becomes an important 

tool to classify the financial statements.  

Models are built not just for determining the presence of 

fraud in the statements but also to derive the 

explanability about why these statements are classified 

as fraudulent. The important factors driving the fraud 

must be understood thoroughly so that these factors can 

be used by the auditors when conducting the manual 

audits. While the procedure to build a model for the 

purpose of classification for fraud or for deriving 

important factors is same, an extra algorithm like SHAP 

is run over the model to derive the important factors. 

There are many research works happened in the past to 

identify the best algorithm to check for the fraud in the 

statements [5-6]. 

Many a times, the algorithms used for classification 

purpose of any problem are generally logistic regression, 

neural networks, xgboost or adaboost models. These 

models chosen for the required accuracy of classification 

and it also depends on the dataset. However, not all 

algorithms are explainable. Some models like neural 

networks, xgboost or adaboost are black box models. It 

only provides the probability of classification with good 

accuracy [7], but it does not explain which factors are 

driving the classification label for a given record. Hence, 

these models are termed as black box models. There are 
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additional approaches like support vectors [8] and Zipf’s 

law [9] that provide classification with good accuracy. 

Some of the previous works that happened in the past are 

based on neural networks and belief networks [4,10], 

neural networks using back propagation algorithm 

[11,12,15,16], risk assessment based neural networks 

[13], methods to preprocess the data in preparing it for 

training the fraud detection models [14], importance of 

distribution of digits [17] and other important methods 

[18-20]. 

There is significant analysis done in arriving at the right 

model and important factors by the authors [21,22]. 

Authors tried 38 models for different combinations of 

datasets. The algorithms like regression and tree-based 

methods were used. Authors established a methodology 

to originate the significant structures driving the 

uncovering of fraud. The dataset was split and enhanced 

into two variants, namely, over sampled dataset and 

under sampled dataset. The 38 models were trained with 

a distinct algorithm and an oversampled or under 

sampled dataset for each model. 

However, most of the models built by the researchers in 

the past were based on machine learning. The features 

were derived manually and was input to classification 

layer to determine the probability. The accuracy of 

prediction depends on type of features present and 

feature engineering in a machine learning model. The 

dependency on feature engineering can be overcome by 

employing deep learning models and in the 

contemporary work, an effort is made to detect the fraud 

and derive important features using deep learning 

algorithms like deep neural networks (DNN) and 

convolutional neural networks (CNN). The DNNs were 

developed overtime by many researchers [23-27] and 

CNNs were introduced in [28]. There are many variants 

of CNNs which are popular in the space of image 

processing which can be applied to other fields like fraud 

detection as well as natural language processing [28-40]. 

In Sec. II, modeling methodology and steps followed in 

the preparation of dataset are explained in detail. In Sec. 

III, simulation results are provided and deriving of 

important features are explained. In Sec. IV, important 

points are explained and results are discussed along with 

conclusions.  

2. Dataset and ML models 

In this unit deep learning approaches are discussed along 

with the data used in training the models. Deep learning 

model require big data as contrast to machine learning, to 

automatically extract the features from the data. In 

machine learning the features required to classify a given 

record or data are extracted manually by applying 

various feature extraction techniques. In deep learning 

methods, the architecture of a neural network has two 

parts. The first part of the architecture extracts the 

features and the second part of the architecture classify 

the processed data. In other words, the architecture may 

be split into feature extraction layer and classification 

layer. In case of DNN, both feature extraction layer and 

classification layers are constructed with fully connected 

layers. In case of CNN and other CNN based models, 

only the classification layer is constructed with fully 

connected layers. The feature extraction layers of CNN 

based models are usually constructed out of convolution 

and pooling layers.  

In order to shape a model, the architecture of the model 

and the data are important. The data represents the 

information and patterns to be extracted using the model. 

Model must be robust and effective enough to extract the 

information efficiently.  

The data used in this work has been extracted from 

14000 statements or financial reports. The 14000 

statements are reported by 3500 firms in a time period of 

5 years. There are multiple reports by some firms as 

firms report the statement almost every year. For the 

purpose of feeding the financial statement to the 

computer, the data present in the financial statements are 

mapped to tabular forms. Each row in the table 

characterizes a declaration of a secure in a year. When 

the data has been mapped to tabular form, the data does 

not take the information around if the financial 

declaration is unaffected or fake. A group of auditors 

have analyzed the financial statements and labelled each 

record as genuine or fraudulent [21]. Some of the 

statements which were marked by auditors as the 

labeling also indicates deviation, lack of adherence to 

principles, negative impact, or report as fake. It has been 

found that 358 out of 14000 statements are either 

fraudulent or near fraudulent cases. Remaining 

statements are treated as genuine in the table. With this, 

it can be concluded that data is highly imbalanced for the 

label as fraudulent records in the table are just 358 out of 

14000. The items or components of the financial 

statement are entered as columns in the table. Each 

column is a variable in the data. Thus, there were 17 

variables in the table. Important variables included 

Interest earned (interest_earned) 

Altman Z-Score (az_score) 

Ratio of Total debts to Total assets (tdebts_tasset or 

td_ta) 

Ratio of Debt to Equity (debt_equity) 

Total Assets (tasset or ta) 

Total Liability (tliability or tl) 
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Return on Equity (roequity or roe) 

Ratio of Total Accruals to Total assets 

(total_accruals_ta) 

Ratio of Investment to Sales (inv_to_sales) 

Ratio of Total sales to Total assets (sales_tassets or 

sales_ta) 

Ratio of accounts receivables to sales (ac_recv_to_Sales) 

Beniesh M-Score (m_score) 

Total Sales (sales) 

Total accounts receivables (ac_recvbl) 

Ratio of PPE  and Total assets (ppe_tasset) 

Ratio of Fixed asset and Total asset (fixedAsset_tasset) 

Gross Margin (gross_margin). 

As described earlier, there are only 358 fraudulent 

statements in a dataset of 14000 records. This represents 

a skewed dataset or imbalanced dataset for the label. The 

skewness in the label distribution can be corrected to 

have 50% for each of the classes. The dataset can be 

modified to have approximately 50% of the genuine 

class and remaining as fraudulent class. The dataset can 

be corrected to have a balanced labels using two 

methods, namely, under sampling and over sampling. In 

case of under sampling, the records of genuine class are 

sampled randomly. The amount of annals sampled out of 

the genuine class is equal to the number of minority 

class. In this case the minority class is the fraudulent 

class. Therefore, 358 records are selected randomly from 

the population of 13,642 records of genuine class. With 

this approach, though the classes are balanced, the 

information and patterns available in the remaining 

records of the majority class are never used. In 

oversampling approach, the minority class is 

experimented manifold aeras repeatedly to match the 

count of records in popular class. In this approach, the 

358 records of fraudulent class replicated multiple times 

randomly to match the count of 13,642 records of 

genuine class. With this approach, the information and 

patterns present in the minority class is duplicated 

multiple times which may lead to oversupply of patterns 

to the model. Both the under sampling and over sampling 

have their own advantages and limitations. In this work, 

both the under sampled and oversampled datasets are 

used to build the models to derive the important features 

driving the prediction. 

However, not all of the 14000 records of the data are of 

good quality in terms of completeness and hence the 

only those records that were of good quality were 

selected for training and testing purpose. A set of 4,960 

records were selected for training and 1,240 records for 

following cleaning, testing. By applying the 

oversampling procedure, the size of oversampled dataset 

became 9656 records and that of under sampled dataset 

became 264 records. Each of these datasets has been 

balanced to have 50% class distribution.  

Several models were trained using both under sampled 

(US) and over sampled (OS) data. The models that were 

trained in this work are based on neural networks or deep 

learning-based models. 

• N1  Neural Network Model – 3L - DNN – US 

• N2  Neural Network Model – 5L - DNN – US 

• N3  Neural Network Model – 3L - CNN – US 

• N4  Neural Network Model – 5L - CNN – US 

• N5  Neural Network Model – 3L - DNN – OS 

• N6  Neural Network Model – 5L - DNN – OS 

• N7  Neural Network Model – 3L - CNN – OS 

• N8  Neural Network Model – 5L - CNN – OS 

From these eight models, two best models are selected 

based on the performance criteria. In the present work, 

accuracy of models, precision and sensitivity are selected 

as performance criteria. The importance features driving 

the prediction are extracted from the model using game 

theory based SHAP method. 

Algorithm proposed: 

1. Manually label the dataset and generate M-scores. 

2. Extract train and test datasets  

3. Create oversampled train set and under sampled 

train set. 

4. Train the eight neural network based deep learning 

models with oversampled train set and under 

sampled train set 

5. From the eight models, select two best models 

based on the performance criteria of accuracy, 

sensitivity and precision. Of the two models, one 

model is to be chosen based on under sampled train 

set and the other on over sampled train set. 

6. From these two top models, extract the important 

features using SHAP. 

7. Select the top 5 significant features from each of 

these two models. 

8. Select common features appearing in both these 

models. 

9. Use the common features as a guideline to check 

for fraudulency in the statements. 
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3. The Simulation results 

In this segment, performance results of the eight models 

are presented and discussed. For the eight models, 

performance metrics like precision, sensitivity, 

specificity, positive predictive value, and negative 

predictive value are computed. The results are compared 

with each other and best two models out of eight models 

are selected.  

Table 1: Performance metrics of deep learning models 

 

From the above table, it can be observed that model N3 

out performed on training data with 78.4% accuracy 

among the under sampled databased models as shown in 

Fig. 1. Similarly, for the over sampled data, model N5 is 

the best with 75.5% among the four models. When 

models were tested on the testing data, again model N3 

has outperformed the under sampled based models with 

79.7% as shown in Fig. 2. With over sampled test set, the 

model N6 outperformed the remaining over sampled 

based models with 77.2% accuracy. 

 

Fig 1: Accuracy of Neural network – deep learning 

models on training set 

 

Fig 2: Accuracy of Neural network – deep learning 

models on testing set 

When sensitivity is compared, again model N3 has 

scored 80.6% on the under sampled training set and 

model N5 has scored 79.8% among the over sampled 

training set as shown in Fig. 3. On the testing set, as 

shown in Fig. 4, model N1 is the best with 77.5% for 

under sampled data and model N8 is the best with 75.6% 

for over sampled data. 

 

Figire 3: Sensitivity of Neural network – deep learning 

models on training set 

 

Fig 4: Sensitivity of Neural network – deep learning 

models on testing set 

When specificity is compared, model N3 has scored 

76.1% on the under sampled training set and model N8 

has scored 74.3% among the over sampled training set. 

On the testing set, model N3 is the best with 84.3% for 

under sampled data and model N6 is the best with 83.3% 

for over sampled data. 
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Fig 5: Accuracy of Neural network – deep learning 

models on training set 

 

Fig 5: Accuracy of Neural network – deep learning 

models on testing set 

For the precision or positive predictive value, model N3 

out performed on training data with 77.3% accuracy 

among the under sampled databased replicas as revealed 

in Fig. 5. Similarly, for the over sampled data, model N5 

is the best with 73.5% among the four models. When 

models were tested on the testing data, again model N3 

has outperformed the under sampled based models with 

83.3% as shown in Fig. 6. With over sampled test set, the 

model N6 outperformed the remaining over sampled 

based models with 81.0% accuracy. For negative 

predictive value, models N3 and N5 are good with 

79.5% and 77.9% for under sampled and over sampled 

training sets respectively. Similarly, models N3 and N6 

are good with 76.7% and 74.4% for under sampled and 

over sampled test sets respectively. 

From the above analysis, model N3 has outperformed 

both on training and testing under sampled data sets for 

most of the metrics. In case of over sampled dataset, the 

model N5 is good for training and model N6 is good for 

testing data, Since the model performance of the testing 

data is preferred over the training data, model n6 is 

selected as the best among all the models on the 

oversampled dataset.  

The model N3 corresponds to 3L-CNN-US and model 

N6 corresponds to 5L-DNN-OS. It is quite clear that the 

CNN model with three layers has performed well on the 

under sampled data and DNN model with five layers has 

done well on oversampled data. 

Table 2: Imperative characteristics derived by 3L-

CNN-US model 

Feature 

status rank – 

N3 

Feature term – N3 
Importance 

score – N3 

1 interest_earned 100 

2 az_score 92.11 

3 tdebts_tasset 67.646 

4 tasset 48.814 

5 debt_equity 48.229 

6 tliability 34.823 

7 total_accruals_ta 33.759 

8 roequity 29.46 

9 inv_to_sales 28.636 

10 sales_taseets 26.455 

11 ac_recv_to_Sales 22.18 

12 m_score 21.532 

13 sales 16.85 

14 ac_recvbl 13.023 

15 ppe_tasset 11.537 

16 fixedAsset_tasset 8.617 

17 gross_margin 0 

 

Table 2 shows the important features derived from the 

3L-CNN-US model using SHAP. The importance score 

of the model is also shown in the table. It can be 

observed from the table 2 that interest_earned, az_score, 

tdebts_tasset, tasset, debt_equity and tliability are the top 

six features driving the forecast for spotting fraud in 

financial statements. The importance score of the 

variables provided in the table do not carry the 

weightage of the variable in determining the fraud, rather 

it is only an indicative number to measure the position of 

the variable with respect to other variables. 
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Table 3: Imperative characteristics derived by 5L-

DNN-OS 

Feature 

importance 

rank – N6 

Feature name – 

N6 

Importance 

score – N6 

1 interest_earned 100 

2 az_score 65.79 

3 tdebts_tasset 56.77 

4 tliability 45.63 

5 debt_equity 60.66 

6 tasset 28.32 

7 ac_recv_to_Sales 21.44 

8 inv_to_sales 21.23 

9 gross_margin 19.65 

10 fixedAsset_tasset 19.33 

11 total_accruals_ta 18.45 

12 sales 17.45 

13 sales_tasset 17.23 

14 roequity 15.63 

15 m_score 14.25 

16 ac_recvbl 13.41 

17 ppe_tasset 0 

 

Table 3 shows the list of important features along with 

its score. These scores were derived from the SHAP 

methodology and it carries the value of relative positions 

in terms of significance in predicting the fraud in the 

statements. Variable quantity like interest_earned, 

az_score, tdebts_tasset, tliability, debt_equity and tasset 

are the top six features driving the prediction to perceive 

the deception in the economic declarations 

Table 4: Top 6 Imperative characteristics derived 

from deep learning models 

Feature 

importance rank 
Feature name 

1 interest_earned 

2 az_score 

3 tdebts_tasset 

4 tliability 

5 debt_equity 

6 tasset 

 

By comparing the top six variable that play important 

role in determining the deception in the economic 

reports, the variables interest_earned, az_score, 

tdebts_tasset, tasset, debt_equity and tliability are 

common between the two models N3 and N6 though the 

order is different. The order of the top three variable is 

same between N3 and N6 and position of debt_equity is 

also same. The only difference between the N3 and N6 

in terms of order is tliability and tasset. In N3 model, the 

tliability is at position 4 and tasset is at position 6. In 

case of N6 model, it is just reverse, that is tliability is at 

position 6 and tasset is at position 4. Hence the top six 

variables are reorganized as aligned to N6 model since 

the model is built with oversampled data and number of 

data points are much higher compared to an under 

sampled dataset. Therefore, the top 6 variables, shown in 

Table 4 are selected to provide a supervision to the 

examiner in deciding the presence of con in the 

statements. 

4. Conclusion 

In this study, two models are chosen from a pool of eight 

to determine the key characteristics that influence the 

forecasting of financial statement fraud. All the eight 

models were built with deep learning models. The 

models were built with combinations of DNN, CNN, 3 

Layers, 5 Layers, Under sampled and over sampled data 

sets. Two models were selected from each under 

sampled and over sampled, 3 layer and 5 layers, DNN 

and CNN. The two models are 3L-CNN-US and 5L-

DNN-OS. These two models were selected from the 

eight models by analyzing accuracy, sensitivity, 

specificity, positive predictive value and negative 

predictive values. The two models were run with SHAP 

algorithm to derive Imperative characteristics that drive 

the predictions.  It has been found that interest_earned, 

az_score, tdebts_tasset, tasset, debt_equity and tliability 

are the top six features driving the prediction to detect 

the fraud in the financial statements using 3L-CNN-US. 

The values for interest_earned, az_score, tdebts_tasset, 

tliability, debt_equity, and tasset are same are the top six 

features driving the prediction to perceive the con in the 

economic reports using 5L-DNN-OS. After comparison 

between both the models and analyzing, top six variables 

are reorganized as aligned to N6 model since the model 

is built with oversampled data and number of data points 

are much higher compared to an under sampled dataset. 
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