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Abstract: Dyslexia and Attention-Deficit/Hyperactivity Disorder (ADHD) is a neurological disorder characterized by speech and 

reading impairments. The disorder is commonly identified in school-aged people, most commonly in males and causes poor performance 

with low self-esteem. Based on the review, it is noted that there are various machine learning approaches are used for the prediction 

process, and the validation is done with the available dataset. However, the prediction process is complex in this cause due to the lack of 

a standard dataset, biologically-interpretable biomarkers, classifiers, under-fitting, over-fitting issues and so on. To successfully 

implement a better CDSS, some preliminary process needs to be done to enhance the prediction rate. It includes: data acquisition, pre-

processing, and data augmentation process. Here, the available online dataset for dyslexia is occupied from the UCI Machine Learning 

source. Some appropriate features of dyslexia are acquired using Least Absolute Shrinkage and Selection Operator (LASSO) and Fisher-

score Relief Model. A hybrid AdaBoosting is developed by integrating the conventional classifiers with the bagging and boosting model. 

The bagging and boosting process is considered during the training process. In this case, the model is simulated using the MATLAB 

2020a simulation environment, and the performances are assessed to demonstrate the model's importance. Metrics including accuracy, 

error rate, precision, recall, and F1-score are examined together with other statistical measurements. To further compare these findings 

with currently used methods, these results are supplied. This investigation demonstrates that the expected model achieves a better trade-

off and a higher level of prediction accuracy. 

Keywords: Dyslexia, ADHD, neurological disorder, Ada-boosting, fisher-score, least absolute shrinkage and selection operator. 

1. Introduction 

The reading disorder called dyslexia makes the human to 

feel hard to read the words or letters effortlessly and more 

difficult to spell words. Our brain has phonological 

processing that associates the letters with the sound 

followed by words, statements, and passages. In mid-2000, 

the literature proves that dyslexic has issues in 

phonological processing that produce poor reading and 

understanding knowledge [1-3]. There is a challenge to 

align the letters with sounds that cause the individual to 

have poor reading skills. This reading disorder makes the 

individual slow readers, but they have innovative thinking 

to attain powerful reasoning abilities. The poor word 

decoding and reading issues continue while they grow up 

to affect their school performance and life. In the early and 

mid-2010, the literature proves that dyslexia is a 

neurological disease. People with dyslexia have the left 

anterior area of the brain found that cannot proceed with 

the speech patterns using neuroimaging in the year 2012, 

which caused the auditory processing illness [4]. 

Functional Magnetic Resonance Imaging (fMRI), Positron 

emission tomography (PET), Magnetoencephalography 

(MEG), Electroencephalogram (EEG), and Magnetic 

Resonance Imaging (MRI) are the techniques of 

neuroimaging that found there are variations in the design 

of the brain in people with dyslexia. This reading disorder 

has a deficiency in the left region of the brain, which is 

accountable for reading [5]. This deficiency is generally 

discovered by performing written and oral tests [6]. These 

test scores give clinical judgments. The important issue in 

this technique is that the clinical judgments are made based 

on expert analysis and the clinical decisions are not 

dependent on the objective [7]. 

Dyslexics' eye focus is varied from the non-dyslexics that 

are proven in recent studies. When the dyslexic kids look 

at the light spots, they can make a lot of eye movements 

that happen consecutively [8-11]. This deficiency has been 

found by observing the differences in eye movements 

when reading [12]. When the visual search is performed, 

and reading text, the eye movements of French dyslexics 

are followed. There is an observation that this problem has 

more obsessions, contrasted in visual tasks and reading by 

normal readers [13]. When reading Chinese, the dyslexic 

kids have the movement patterns that are examined for 

obsessions and looking for the time more for people with 

dyslexia than for normal individuals. The landing pose of 

obsession varies in both groups. To predict dyslexia from 

tracking eye movements, the statistical model has been 

constructed [14]—the achievement in obtaining the 80.18 
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percentile accuracy using the binary classifier SVM 

(Support Vector Machine). The neutral networks in people 

with dyslexia are examined to find the view pattern and 

obtain the 78-percentile accuracy [15]. Compared to neural 

networks, high accuracy is obtained in SVM. However, 

there are various flaws with the existing approaches like 

higher error rate, computational complexity and reduced 

prediction accuracy. To handle all these issues, a novel Ad 

boosting classifier model is imposed with the bagging and 

boosting concept to improve the drawbacks of the feeble 

classifier model. Similarly, most existing works does not 

discuss both dyslexia and ADHD; however, this work 

intends to perform prediction accuracy for both the 

disorders. The primary enhancements to research include: 

1. To obtain a dataset after the available online dataset. 

Here, the Kaggle dataset for both ADHD and dyslexia is 

considered for the prediction process. 

2. The features are learned using the LASSO, relief model 

and fisher score model. Here, most influencing features are 

analyzed with all these features where the features are 

considered for further classification purposes. 

3. Here, an AdaBoost classifier is cast-off for cataloguing 

determinations where the drawback of the model is 

boosted by the bagging and boosting concept. 

4. Finally, using the MATLAB 2020a environment, the 

simulation is completed, and parameters like accuracy, 

precision, recall, F1-score, and error rate are computed and 

evaluated against a number of other current methods. 

The work is divided into two sections: Section 2 offers a 

thorough analysis of the predicted model, and Section 3 

offers a thorough explanation of the feature learning and 

classifier model. The predicted model's numerical results 

will be discussed with numerical results in section 4. 

Section 5 concludes with a summary of the research and a 

suggestion for further development. 

2. Related Works 

This section offers a complete examination of various 

existing approaches. Szucs et al. [16] state that the various 

wavelet transform is utilized in this scenario that uses the 

discrete wavelet transform. Few studies states that pre-

processing is done manually, and feature extraction [17] is 

used when others use tools like Free Surfer, PANDA. The 

aim of pre-processing is to eliminate the null values and 

find suitable features. Subsequently pre-processing, the 

feature removal is done where suitable attributes are found 

and aligned with the scale of values. The values may be 

categorical or numerical. The range of attributes differs 

from various researches from 12 to 226 [18]. The group of 

dominant attributes is identified in the next step, which is 

essential to determine the object's class. Some researchers 

utilized manual selection to attain this [19]. A least 

absolute shrinkage, selection operator (LASSO), and 

SVM-RFE are used by the others. LASSO technique can 

be used to improve the interpretability and accuracy that 

performs the variable selection and regularization. These 

models are relevant for the regression models [20]. SVM-

RFE chooses the attributes to consider the significance in 

portioning classes for SVM classifiers. The mentioned 

approach starts with the complete attributes groups and 

eliminates the number of attributes in the successive 

iterations. When the numbers of attributes are more, an 

essential task is to choose the suitable attributes due to 

computational complexity [21] – [23]. Moreover, the 

performance analysis of various attributes selection 

approaches is compared that are not depicted in the 

previous research. 

Following the feature selection, the system training and 

categorization are carried out with the use of machine 

learning algorithms. The data set is divided into training 

and testing components. The data set for the current study 

was cross-validated ten times, however it is divided into 

ten similar sections.. Out of 10, 9 are required to train the 

algorithm when another set is required to test the 

performance [24] and other methods utilized the various 

split (for example, leave-one-out-cross-validation 

(LOOCV) [25], and fivefold. Supervised classification 

algorithms are utilized to test since the training data set has 

class information already, namely non-dyslexic or 

dyslexic. Naive Bayes, Support vector machine (SVM), 

Neural network, Logistic regression, Linear discriminant 

analysis (LDA) and K-Nearest Neighbor (K-NN) are 

considered as machine learning algorithms in the existing 

studies for classifying participants. Many studies used the 

common algorithm SVM. whenever the total amount of 

dimensions exceeds the number of specimens and there is a 

limited amount of attribute space, the SVM needs to give 

better performance even though the problematic is 

considered a binary organization issue, namely finding the 

non-dyslexic dyslexic users [26]. Moreover, the 

explanation of SVM is a complicated work. When the data 

set produces more noise, SVM does not execute well.  

Meanwhile, logistic regression is the easier method in 

understanding, implementing, and expecting to give better 

results for binary classification problems [27]. On the 

whole, a suitable classification approach is selected based 

on the data. Henceforth, the research gives the relative 

performance to indicate the different machine learning 

approaches results than announcing the chosen 

performance. The application of ensemble techniques is 

advantageous to attain good performances [28]. 

2.1 Reviews on performance measures 

The tools utilized to assess the results in the current 

research are WEKA, Python, and MATLAB. The 

performance of the procedures used in this example to 
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identify dyslexia using machine learning techniques is 

evaluated using a variety of measures. The ROC (Receiver 

Operating Characteristic) curve includes the sensitivity, 

accuracy, precision, specificity, mean square error (MSE), 

recall, negative predictive value (NPV), positive predictive 

value (PPV), and area. When specificity and sensitivity are 

employed to calculate the precise ratio of dyslexic and 

non-dyslexic recognized users, the number of categorized 

objects correlates to the total number of elements that 

relate to accuracy precisely[29]. A positive expected value 

or precision denotes the accurate fraction in identifying 

dyslexic users based on The overall amount of dyslexic 

people recognized during recall, which is the percentage of 

all dyslexic people properly identified. About 60% to 80% 

of accuracy is achieved in EEG-based techniques in 

various works [30] when 83.61% accuracy is achieved in 

the MRI scan-based method, and 80.24% accuracy is 

achieved in the game-based approach. Overall, it is really 

exciting to see how the techniques' change provides 

performance when data from various sources are merged 

altogether. Table 1 highlights the many specifics of the 

suggested methods to recognize dyslexia using machine 

learning techniques. 

Table 1 Evaluation of numerous current methods. 
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3. Methodology 

Data acquisition, pre-processing including data 

normalization, feature learning, and classification model 

are the four initial stages of this study. In this case, the 

simulation is carried out in a MATLAB 2020b 

environment, and metrics like accuracy of predictions are 

assessed and contrasted with other current methods. 

Fig 1 Block of the integrated fuzzy-SVM model 

3.1 Data acquisitions: 

In this study, two disorders—ADHD and dyslexia—are 

taken into consideration. For dyslexia, the dataset may be 

seen at https://www.kaggle.com/luzrello/dyslexia, and for 

ADHD, at https://www.kaggle.com/jerseyneo/reddit-adhd-

dataset.  Dyslexia is a unique learning condition that is 

linked to academic failure. The process of prediction is 

increasingly challenging and important. For 3600 

participants, various techniques, such as online gamified 

assessments, are used; 80% of the participants are dyslexic, 

as predicted. Here, the samples' ages are tailored and the 

experiment was set in a different setting. The 

characteristics associated with this are listed in Table 1 

below. While ADHD is a neurological issue that results in 

above-normal levels of behaviors, such as impulsive or 

hyperactive ones, analysis is taken into account for this 

condition. A person with ADHD has problems focusing on 

one task at a time or remains focused for a longer period of 

time. It has been reported that ADHD affects both children 

and adults. 

3.2. Preprocessing with data extension 

Increasing the amount of simulated samples and removing 

over-fitting problems are two benefits of the data 

augmentation approach known as image patching. Before 

an image is adjusted to a classifier model, image 

processing with augmentation is used to improve the image 

quality. It offers scaling, orientation, and color 

adjustments. Image augmentation involves modifying 

photos to produce different content iterations in order to 

expose the model to a wider variety of training samples. 

The training data is typically processed using image 

augmentation. The optimal pre-processing step is hence 

transformation, which is assessed as an augmentation. The 

photographs in the dataset that is being provided 

occasionally consist of low contrast pictures. Low contrast 

images are not ideal for use in the prediction process. As a 

result, images with contrast adjustments are widely sought 

for. It is less precise in situations where constant contrast 

adjustment is very appropriate when the training data 

provided lacks a constant contrast level representation. In 

fact, random visual contrast changes during training 

improve generalization. It's referred to as augmentation. 

3.3 Fisher scores ReliefF model. 

Fisher measure evaluates the gradation of data discernment 

of diverse classes. If the correlation between the class of 

dataset and feature is higher, then those features are 

considered for evaluation with higher quality and resolve 

be helpful for classification resolutions. If the quality of 

the characteristics set is less, features are superfluous. 

Fisher score for selecting features 'k' is provided in Eq. (1): 

𝐹𝑠(𝑘) =  
∑ 𝑛𝑖(𝜇𝑖

𝑘 − 𝜇𝑘)
2𝑛

𝑖=1

∑ 𝑛𝑖(𝜎𝑖
𝑘)2𝑛

𝑖=1

 (1) 

3.4. Relief Model 

The important aim of the relief algorithm is to determine 

the quality of the attributes by analyzing the capabilities of 

selected attributes randomly. This technique is given in the 

below algorithm. The chosen of each addressed attribute 

vector is the important property for nearby, similar class 

and different class vectors in this algorithm. Moreover, this 

step is managed for each chosen attribute, and these 

attributes will be located regarding the factor's positioning. 

Relief F-based Kernel Probability Estimation model is 

used as a theoretical technique to determine the 

corresponding functionalities from the obtained and feature 

vector that is trained. The SD's distance and the attribute 

set are determined where higher kernel probability 

estimation forms classified outcomes. This technique gives 

labeled data according to the corresponding features of the 

training set. 

Algorithm 1 Relief model 

Input: Training & Testing Feature, Label. 

Output: Classified dyslexia and ADHD 

1. Probability matrix array initialization; 

2. For (i= 1 to size (TS)) 

3. For (j = 1 to size (TF)) 

4. Extract training set attributes; 

5. Evaluate a distance of features and attributes; 

6. Extract labels of training set; 

7. Evaluate probability matrix array; 

8. Compute SD of feature matrix and testing 

features; 
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9. Compute training feature probability; 

10. Compute testing feature probability; 

11. Feature verification probability; 

12. Classified disease features; 

13. End if; 

14. End for; 

End for; 

The selected attribute is used for classification as input. 

The probability matrix is initialized in Eq. (2): 

𝑃𝑀𝜋 = 𝑃 (𝑞1 = 𝑆𝑖) (2) 

Where, 's' is the training set state for i = 1, 2,... N, where 

'N' denotes the number of elements of the training set., and 

'q' is a state of testing sequence attribute. Features of the 

training set are obtained depending on the size of the 

testing attribute. The distance of training and testing 

attributes are determined in Eq. (3): 

𝐷𝑖 =  √(𝑠𝑖 − 𝑉𝑖)
2 + (𝑠𝑗 − 𝑉𝑗)

2
 

 

(3) 

The distance value function is obtained from the 

associative labels. Based on the training and testing set 

labels, the probability array matrix is determined as shown 

in Eq. (14): 

 

𝑃𝑀𝜋 =  
∑ 𝑆𝑖  (𝑞𝑖 ,𝑗 (𝐷𝑖))𝑚

𝑘=1

𝑚
 

(4) 

The standard deviation of the feature matrix and the testing 

attributes are depicted below in Eq. (5): and Eq. (16): 

𝜎𝑇𝑠 =  √
1

𝑚
∑ (𝑆𝑖 (𝑞𝑖 ,𝑗 (𝑑)) − 𝜋𝑖)

2
𝑁

𝑖=1

 

 

(5) 

 

𝜎𝑇𝐹 =  √
1

𝑛
∑ (𝑉𝑖 (𝑞𝑖 ,𝑗 (𝑑)) − 𝜋𝑖)

2
𝑁

𝑖=1

 

 

(6) 

 

Here, S_i length is denoted by ‘m’, and  ‘Vi ’length is 

denoted by ‘n.' Based on the size of the training set (N), 

and size of the testing set (M), the probability of training or 

testing attribute is calculated as shown in Eq. (7): and Eq. 

(8): 

𝑃(𝑇𝑆) = (2 ∏ 𝜎𝑇𝑠
2 )^

−𝑁

2 
∗ 𝑒

{
−1

2𝜎𝑇𝑆
}
||𝑇𝑆 − 𝜋𝑖||

2
 

 

 

(7) 

 

𝑃(𝑇𝐹) = (2 ∏ 𝜎𝐷
2)^

−𝑀

2 

∗ 𝑒^ {
−1

2𝜎𝐷

} ||𝑇𝐹𝑖 − 𝜋𝑖||
2
 

 

 

(8) 

 

When the probability of the training set is greater than the 

probability of the testing set, the parameters are to classify 

the features depending on the attained testing attributes. 

 

Fig 2 Flow diagram of the proposed model 

3.5. Minimum Absolute Reduction and Collection 

Operator 

LASSO has less assortment and shrinking functionalities 

based on the altering absolute value of the functions' 

coefficient. The attributes have few values of coefficient 

that are zero and attributes having negative coefficients are 

eliminated from the features' subset. This LASSO has a 

better performance for the values of the attribute with 

smaller coefficients. The large values of feature coefficient 

are there in the selected features’ subsets. Unwanted 

attributes are identified in LASSO. However, the reliability 

of the attribute is improved by replicating the mentioned 

methods many times, ultimately considering the most often 

identified attributes as the essential one, which is known as 

the randomized LASSO feature. Since it utilizes parallel 

programming, this method has to be established in an 

effective computer. Fig 2 represents the movement of the 

anticipated model. It also illustrates the realization for the 

current application where q –I denote the vector of 

associated i^thsub-region keys. 

3.6. Adaboosting 

The disorders mentioned above, such as ADHD and 

dyslexia, are executed, and the task expects the effective 

AdaBoost technique. When the proposed approach is 

compared with the current neural networks or deep 

learning approaches, this technique anticipates that ADHD 

and dyslexia are efficient. In addition, the training time of 
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data is modified depending on the requirements and 

minimizes computational complexity. The enhanced 

Adaboost algorithm can be classified into three phases. 

Here,  

T_n=(〖(x〗_1,y_1 ),(x_2,y_2 ),〖…,x〗_n,y_n) are the 

input training dataset where x_i is a feature set when y 

∈{1,2,3}  are the weak current classifier that failed in 

deployment.The existing approach has encountered the 

defects such as ID3 and CART being given to recognize 

the ability of Adaboost. The CART algorithm uses the 

recursive segmentation approaches. The discrete attributes 

are used in ID3 and planned to choose the features that 

have high values. Contrarily, the ID3 algorithm computes 

entropy, and CART calculates the GINI coefficient for 

each sample. A smaller coefficient of GINI with relevant 

division is required. CART algorithm usually divides the 

latest illustration usual into two sub-sample. Henceforth a 

non-leaf node at each of the decision tree (DT) possesses 

two types. CART produces the DT that has an easier 

structure and achieves higher precision. 

1. The rules are generated that can be inferred. 

2. Computation is less. 

3. This model acquires capabilities to contract with discrete 

and continuous variables. 

4. This model expresses the importance of definite 

features. 

Primarily, the weight of training data should be initialized 

in Eq. (9) and Eq. (10): 

𝑇1 = (𝑤𝑙1, … 𝑤𝑙𝑖 , … 𝑤1𝑁) 

 

(9) 

 

𝑤𝐿𝑖 =  
1

𝑁
, 𝑖 = 1, 2, … , 𝑁 

 

(10) 

Secondly, for m^th iteration, m=1,2,…,M. The weight 

distribution D_mhas the training dataset to achieve the 

fundamental classifier as mentioned in Eq. (11): 

𝐺𝑚(𝑥): 𝛾→ | {1, 2, 3} 

 

(11) 

 

Here, γ is data for the training set. Calculate the rate of 

error G_m  (x) on actual results of classification with 

training data, and w_mi denotes the weight of i^th sample 

in m^th iteration as shown in Eq. (12) and Eq. (13): 

𝑒𝑚 =  ∑ 𝑊𝑚𝑖𝐼(𝐺𝑚𝑥𝑖 ≠ 𝑦𝑖)

𝑁

𝑖=1

 
 

(12) 

∑ 𝑊𝑚𝑖 ≡ 1

𝑁

𝑖=1

 
 

(13) 

Each step has the normalization, and the denominator is 

not divided by sample weight. Contrarily, the conventional 

AdaBoost algorithm has the classification error rate (CER) 

that hase_m  ≤  1/2. However, it is complicated to 

determine the CER, e_m  ≤  1/2 validate the features at 

each time. Considering the AdaBoost error rate as 1/2, 

error threshold limit as 2/3, and positive item X ensures 

a_m  ≥0 when e_m≤  2/3. Otherwise, am<0, sample 

weights need to be revised in the consecutive procedure. 

Then, determine the coefficient of classifier G_m (x) 

according to the rate of error e_m as shown in Eq. (14): 

 

𝛼𝑚 = log
1 − 𝑒𝑚

𝑒𝑚

+ log2        (14) 

The weight distributions of the training dataset are revised 

according to co-efficient a_mas shown in Eq. (15) & Eq. 

(16): 

𝐷𝑚+1
= (𝑤𝑚+1,1

, … , 𝑤𝑚+1,𝑖
, … 𝑤𝑚+1

,𝑁 ) 
 

(15) 

 

𝑤𝑚+1,𝑖
=  

𝑤𝑚𝑖

𝑍𝑚

exp (−𝑎𝑚𝑦𝑖𝐺𝑚(𝑥𝑖)) 

 

(16) 

 

Where Z_m as normalization factor produces 

〖D_m〗_(+1) that becomes PDF as shown in Eq. (17): 

𝑍𝑚 =  ∑ 𝑊𝑚𝑖 exp(−𝑎𝑚𝑦𝑖𝐺𝑚(𝑥𝑖))

𝑁

𝑖=1

 

(17) 

 

Lastly, the weighted sample of misclassification by 

classifier G_m (x) is maximized after continuously training 

when classified weight samples are minimized. Hence, 

misclassified sample tasks in signified role in consecutive 

iteration. The design of linear combination of the classifier 

is achieved and the final classification as shown in Eq. (18) 

& Eq. (19): 

𝑓(𝑥) =  ∑ 𝑎𝑚𝐺𝑚(𝑥)

𝑀

𝑚=1

 
 

(18) 

𝐺(𝑥) =  𝑠𝑖𝑔𝑛(𝑓(𝑥)) =  𝑠𝑖𝑔𝑛 ( ∑ 𝑎𝑚𝐺𝑚(𝑥))

𝑀

𝑚=1

 
 

(19) 

Trained Weak classifiers are combined with a strong 

classifier to achieve a risk prediction model. Linear 

combination of f(x) implements the weight-based 'M' 

classifiers. f(x) value denotes the instance categories 'x' 

and denotes the classification confidence as function sign 

gives three-segmented classifier results. 
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3.7. Bagging 

Bagging has the aim to minimize the Decision Tree 

classifiers variance. Creating various subsets of data from 

the training set of samples [68] is the objective of this 

bagging technique. The group of subset data is selected 

randomly, which is required for training the decision tree. 

The ensemble of the various modes is obtained as the 

outcome. All the predictions from various trees are used to 

take the average is used later. This approach is very 

powerful compared to a single Decision Tree classifier. 

This technique requires minimizing the over-fitting issue 

and also managing the greater dimensionality data 

appropriately. This model evolves the problem of missing 

data, and the accuracy is maintained. 

3.8. Boosting Techniques 

Boosting is a recursive procedure based on the prediction 

of weight and alternates the weight. The weight is 

maximized when the instance is classified inaccurately. 

Generally, this technique establishes better predictive 

models. Boosting creates the various loss functions and 

tasks by joining the weak models to optimize the 

performances. The Boosting technique is applied to 

classify Ada boosting algorithms in the research in 

building the hybrid models. 

Algorithm 2: Bagging model 

1. BEGIN 

2. Let 𝐷 = {𝑑1, 𝑑2, 𝑑3, … … 𝑑𝑛} be the given dataset; 

3. 𝐸 = { }, the set of ensemble classifiers; 

4. 𝐶 = {𝑐1, 𝑐2, 𝑐3, … … 𝑐𝑛}, the set of classifiers; 

5. 𝑋 = the training set, X D; 

6. 𝐿 = 𝑛(𝐷); 

7. For 𝑖 = 1 𝑡𝑜𝐿do 

8. 𝑆(𝑖) =

{𝐵𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝𝑠𝑎𝑚𝑝𝑙𝑒𝐼𝑤𝑖𝑡ℎ𝑟𝑒𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡}𝐼𝑋; 

9. 𝑀(𝑖) = Model trained using 𝐶 (𝑖) on 𝑆 (𝑖); 

10. 𝐸 = 𝐸𝐶 (𝑖); 

11. Next I; 

12. for𝑖 = 1 𝑡𝑜𝐿; 

13. 𝑅(𝑖) = 𝑌classified by 𝐸 (𝑖); 

14. next i; 

15. Result = max (𝑅(𝑖): 𝑖 = 1,2, … … … , 𝑛); 

16. END; 

4. Mathematical outcomes and conversation 

MATLAB 2020b's simulation environment is used to 

simulate the suggested ensemble model. Accuracy, Recall, 

Precise, and F-measure are used to validate the results. In 

the end, metrics are produced and evaluation is done using 

k-fold CV in Eq. (20) - Eq. (23): 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (20) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (21) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (22) 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 (𝑇𝑃)

2 ((𝑇𝑃) + (𝐹𝑁))
 (23) 

Here, TP is True positive; TN- True Negative; FP- False 

Positive; FN – False Negative. To investigate the model's 

performance, AUC and Receiver Operating Curve (ROC) 

scalar curve value are employed. AUC is employed to 

assess how well the model can distinguish between class 

values. Here, Relief-based feature selection and the Fisher 

Score model are analysed to discuss the prevalent 

techniques. The simulation takes place in MATLAB 

circumstances. The relief related Kernel Probability 

Estimation relates to the classification process that uses the 

feature set's kernel functionality to determine the matching 

point from obtained feature vector in which variance, 

mean, and standard deviation of attributes are determined. 

After this, attribute extraction of the matching point is 

examined. The probability result of the maximum 

matching function is required to create the classification 

result. The labeled data is extracted from the training 

attributes determined and upgraded in the library based on 

the probabilities of matching points. 

Table 1 Presentation metrics contrast 

Metrics 
Correc

tness 

Preci

sion 

Re

call 

F1 

sco

re 

A

U

C 

R

O

C 

Er

ror 

rat

e 

Fisher+

ReliefF 

and 

boosting 

model 

(Dyslexi

a) 

95.3 92.2 
97.

5 
96 

0.9

8 

0.9

2 

0.0

65 

Fisher+

ReliefF 

and 

boosting 

model 

(ADHD) 

95.6 94.97 
97.

6 

96.

56 

0.9

8 

0.9

26 

0.5

4 

Ensembl

e model 

(Dyslexi

a) 

92.21 91.98 
96.

61 

94.

21 

0.9

86 

0.8

1 

0.0

78 

Ensembl

e model 

(ADHD) 

95 93.80 98 
94.

65 

0.9

9 

0.9

2 

0.0

76 

Linear 78.2 79.21 77. 89. 0.8 0.8 0.0
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SVM 8 15 6 45 99 

Hybrid 

SVM-

PSO 

72.2 61 76 68 
0.8

5 

0.8

3 

1.0

1 

Standard 

RF 
84.7 83.5 

77.

5 
71 

0.7

5 

0.8

1 

1.5

7 

Standard 

NB 
83.61 81.1 76 

78.

9 

0.8

5 

0.7

9 

1.6

2 

 

 

Fig 3 Accuracy contrast 

 

Fig 4 Precision assessment 

 

Fig 5 Recall assessment 

 

Fig 6 F1-score assessment 

 

Fig7AUC assessment 

 

Fig 8 ROC assessment 

 

Fig 9 Error rate assessment 
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Table 1 contrasts the suggested ensemble approach with 

the current methods (for the prediction of dyslexia) based 

on a variety of performance measures. The ensemble 

model is compared to the widely used linear SVM, hybrid 

SVM-PSO, standard RF, and standard NB classifier 

models The accuracy of the predicted model is 95.3%, 

which is greater than the ensemble model (dyslexia and 

ADHD), linear SVM, hybrid SVM-PSO, standard RF, and 

NB classifier model in 3.08%, 1.3%, 17%, 22.6%, 10.7%, 

and 11.69% (See Fig 3). The expected model's precision is 

92.2%, which is greater than the ensemble model (which 

accounts for dyslexia and ADHD), linear SVM, hybrid 

SVM-PSO, conventional RF, and NB classifier models 

(see Fig. 4). The expected model's recall is 97.5%, which is 

0.8%, 0.5%, 20.7%, 22.5%, 21%, and 22.5% higher than 

the ensemble model (dyslexia and ADHD), linear SVM, 

hybrid SVM-PSO, conventional RF, and NB classifier 

models (See Fig. 5). The expected model's F1-score is 

96%, which is greater than the ensemble model (dyslexia 

and ADHD), linear SVM, hybrid SVM-PSO, standard RF 

and NB classifier model, by 1.76%, 0.35%, 6.75%, 29%, 

24%, and 18.1%. (See Fig 6). The ensemble model 

(dyslexia and ADHD), linear SVM, hybrid SVM-PSO, 

conventional RF, and NB classifier model all have AUCs 

of 98%, which is 0.007%, 0.007%, 13.7%, 12.7%, 22.7%, 

and 12.7% lower than the predicted model (see Fig 7). The 

ensemble model (dyslexia and ADHD), linear SVM, 

hybrid SVM-PSO, conventional RF, and NB classifier 

model all have ROCs lower than 92%, which is 6%, 1%, 

6.5%, 8%, 12%, and 14% higher than the predicted model 

(see Fig 8). The expected error rate is 0.065, which is 

considerably lower than the ensemble model (dyslexia and 

ADHD), linear SVM, hybrid SVM-PSO, standard RF and 

NB classifier model (See Fig 8), and is 0.475, 0.012, 0.01, 

0.024, 0.955, 1.495, and 1.565. Similar to this, Table 1 

contrasts the proposed ensemble model's performance 

metrics with those of the current techniques (for the 

prediction of ADHD). The expected model's accuracy is 

95.6%, which is greater than the ensemble model (which 

accounts for dyslexia and ADHD), linear SVM, hybrid 

SVM-PSO, conventional RF, and NB classifier models by 

3.38%, 1.6%, 17.3%, 22.9%, 11%, and 11.99%. The 

expected model's precision is 94.97%, which is greater 

than the ensemble model (dyslexia and ADHD), linear 

SVM, hybrid SVM-PSO, standard RF, and NB classifier 

model by 3%, 3.18%, 15.77%, 34.97%, 11.83%, and 

13.77%. The recall of the expected model is 97.6%, which 

is greater than the ensemble model (dyslexia and ADHD), 

linear SVM, hybrid SVM-PSO, standard RF, and NB 

classifier model by 0.98%, 0.6%, 20.8%, 22.6%, 21.1%, 

and 22.6%. The expected model's F1-score is 96.56%, 

which is greater than the ensemble model (dyslexia and 

ADHD), linear SVM, hybrid SVM-PSO, conventional RF, 

and NB classifier model by 2.32%, 0.91%, 7.31%, 29.56%, 

24.56%, and 18.66%. The expected model's AUC is 98%, 

which is identical to the ensemble model (dyslexia and 

ADHD), and 13%, 12%, 22%, and 13% higher than the 

linear SVM, hybrid SVM-PSO, conventional RF, and NB 

classifier models, respectively. The ensemble model 

(dyslexia and ADHD), linear SVM, hybrid SVM-PSO, 

conventional RF, and NB classifier model have ROCs that 

are 6%, 1%, 6.5%, 8%, 12%, and 14% lower than the 

expected model, which has a ROC of 926%. The expected 

error rate is 0.054, which is lower than the ensemble 

model's (dyslexia and ADHD), linear SVM's, hybrid SVM-

PSO's, conventional RF and NB classifier model's, and 

their respective error rates of 0.023, 0.021, 0.035, 1.0396, 

0.966, 1.506, and 1.576.Based on the investigation, it is 

understood that the predicted model outperforms the 

numerous current approaches. 

5. Conclusion 

The problems of ADHD and dyslexic are identified 

reasonably with high correctness that creates severe impact 

possible on the long-term disease influence of a human 

without concerning the cultural and social background. 

The earlier diagnosis of the disease is the important stage 

to achieve the goal. Many kinds of research are tried in the 

forecast of ADHD and dyslexia already by means of 

machine learning techniques. The research prefers the 

same route and an enhanced theoretical approach with a 

large dataset to train the model. The study establishes the 

algorithm of relief feature selection that can give a strongly 

associated attribute set is utilized. It is utilized along with 

different machine learning approaches. This research 

determines that the relief feature model works well, 

especially with highly influenced features that are achieved 

using the feature selection algorithm and generate accuracy 

significantly greater than the associated works. About 

95.3% and 95.6% of accuracy are achieved for dyslexia 

and ADHD predication. A goal in the future is to globalize 

the technique more and more. This model can be used with 

other algorithms for feature selection and is strong in 

opposition to the dataset, where the missing data level is 

huge. Another future technology is the application of deep 

learning approaches. The first important goal of this study 

is to enhance the existing system and a new and theoretical 

approach to building the model and establish a useful 

model that is implemented easily and practically. 
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