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Abstract: Early identification is essential for effective treatment and improved patient outcomes in breast cancer, which continues to be a 

prevalent worldwide health concern. Widely used as a screening tool, mammography is crucial in the detection of breast abnormalities. 

Image quality is crucial to the success of mammography, but it can be impaired by things like tissue density and the technical limits of 

imaging equipment. In light of this difficulty, the current research presents a fresh strategy for improving breast cancer diagnosis in 

mammography pictures by incorporating the Firefly Algorithm-based image enhancing techniques.The Firefly technique is a potent 

optimisation technique that boosts image quality by increasing contrast and decreasing noise; it gets its name from the natural phenomenon 

of fireflies blinking. Using this method, we present an all-encompassing framework for enhancing mammography images. The proposed 

method enhances the overall image quality while also making small breast lesions more visible by optimising a number of characteristics, 

including brightness, contrast, and sharpness.We performed extensive experiments on a large collection of mammography images to 

determine the efficacy of our approach. Our Firefly Algorithm-based solution regularly outperforms conventional enhancement methods 

in terms of lesion diagnosis and picture quality improvement, as shown by a comparison with existing methods. We believe that our 

approach has the potential to considerably boost the accuracy of breast cancer diagnosis in mammography, particularly in cases where 

subtle or low-contrast abnormalities may be missed by current techniques. 
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1. Introduction 

Cancer of the breast is a major international health issue 

because it is the second greatest cause of death among 

women globally. Breast cancer survival rates can be 

dramatically increased with early detection and 

subsequent prompt treatment. For many years, 

mammography has been an essential tool in the fight 

against breast cancer as a screening and diagnostic tool. 

However, the efficacy of mammography is essentially tied 

to the quality of the images it creates, and there are 

persisting issues involved with reaching the highest levels 

of sensitivity and specificity in breast cancer screening 

[1].Mammography is a diagnostic procedure that uses X-

rays to produce images of the breast. Subtle abnormalities, 

such as early-stage tumours or lesions, can be difficult to 

identify in these pictures since they are often shown in 

two-dimensional grayscale. In addition, there are 

individual differences in breast tissue's density, content, 

and architecture. The existence of possible abnormalities 

may be obscured by this heterogeneity, further 

complicating the interpretation of mammographic 

pictures [2]. 

Researchers and [3] clinicians have looked into a variety 

of methods, such as the creation of cutting-edge imaging 

technologies, the modification of screening protocols, and 

the implementation of computer-aided detection (CAD) 

systems, in an effort to boost the precision and consistency 

of breast cancer detection. While these initiatives have 

advanced the industry, there is still a constant need to 

improve the quality of mammography images as a 

foundational step towards better breast cancer 

diagnosis.Image quality degradation due to noise and 

artefacts is a major problem in mammography. Images [4] 

of breast tissue structures may be blurry due to factors 

such scatter radiation, beam hardening, and motion 

artefacts. Variations in picture contrast and visibility due 

to differences in breast density and glandularity among 

individuals further complicate the task of uniformly 

detecting abnormalities across a wide range of patient 

populations [5].
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Fig 1: Overview of proposed model for Breast cancer detection 

This research presents a new method for improving breast 

cancer diagnosis in mammography by employing the 

Firefly Algorithm to enhance images. The bioluminescent 

flashes that fireflies use to communicate and attract mates 

served as inspiration [6] for the development of the 

optimisation method known as the Firefly method. 

Optimisation issues, signal processing, and image 

enhancement are just few of the areas where this technique 

has been put to good use. Our proposed use of the Firefly 

Algorithm in the context of breast cancer detection is to 

enhance the quality of mammographic pictures, which 

should allow for a more precise and timely identification 

of the disease.The [7] core concept of our technique is to 

employ the Firefly Algorithm to optimise key image 

properties, including brightness, contrast, and sharpness, 

to boost the visibility of minor breast lesions and improve 

the overall image quality. We hope to remedy the 

shortcomings of current image enhancing methods by 

developing a specialised algorithm that takes into account 

the specifics of mammography images and the difficulties 

of imaging breast tissue [8].Instead, we've been working 

to improve mammography's most fundamental 

component: the quality of the images. We hypothesise that 

the Firefly Algorithm's optimisation of picture parameters 

will reduce the negative effects of noise and artefacts, 

provide consistent image quality over a wide range of 

patients, and lead to more reliable breast cancer diagnoses. 

The effectiveness of our method for lesion detection and 

image quality improvement will be demonstrated by the 

presentation of the results of extensive tests performed on 

a broad dataset of mammography pictures. The [9] 

potential for our strategy to greatly improve breast cancer 

detection in mammography will be demonstrated through 

comparison with current enhancing methods.We will also 

talk about the therapeutic implications and benefits of our 

method, such as a lower rate of false negatives, higher 

rates of early detection, and better outcomes for patients. 

We agree that further study and validation are required to 

completely integrate our technology into clinical practise, 

but we are optimistic that our approach represents a 

promising improvement in the field of breast cancer 

diagnosis. The breast cancer continues to be a major issue 

in terms of public health, [10] and earlier diagnosis is key 

to better treatment outcomes. Although mammography is 

widely used as a screening technique, its efficacy depends 

on image quality, which can be affected by a number of 

circumstances.  

2. Review of Literature 

The 3D imaging technology of tomosynthesis has also 

shown promise, as it gives radiologists a more complete 

picture of breast tissue and decreases the possibility of 

false positives and false negatives. Although these 

technological developments have improved 

mammography's diagnostic accuracy, they have not 

solved the underlying problem of poor picture quality 

caused by factors such as breast density and artefacts [12]. 

Automatically [13] indicating potential areas of concern, 

computer-aided detection (CAD) technologies are now 

routinely used in mammography to aid radiologists in the 
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diagnosis of abnormalities. These programmes use 

algorithms to examine mammograms and flag any 

suspicious areas for further investigation. CAD systems 

have demonstrated some positive results in raising 

sensitivity, although they are not perfect. They often yield 

false positives, leading to unnecessary follow-up 

treatments, and can overlook small lesions, especially in 

the presence of poor image quality. Therefore, better 

image quality is still essential for CAD systems to 

function as intended.Image Enhancement Methods have 

been researched to help make up for mammography's poor 

picture quality. These [14] methods are designed to help 

radiologists better see breast tissue features and 

anomalies, which will aid in the detection and diagnosis 

of cancer. Common techniques for improving images 

include adjusting contrast, balancing the histogram, and 

using filters. It's possible that the larger problems with 

image noise and artefacts won't be solved by these 

methods, but they can improve some features of 

mammographic images. They are also frequently used in 

a generic fashion, meaning they may not adjust to the 

unique properties of breast tissue.Some researchers have 

explored more sophisticated image processing methods, 

such as the wavelet transform and multiscale analysis, to 

tackle the complexities of mammography images. To aid 

in the detection of microscopic abnormalities, these 

techniques aim to capture and enhance both fine and 

coarse characteristics inside breast tissue. While these 

methods have shown some promise, they often necessitate 

elaborate parameter adjustment and aren't flexible enough 

to be used to a variety of datasets [15]. 

When [16] compared to the current methods, the novel 

strategy introduced by our research utilises the Firefly 

Algorithm-based image enhancement techniques to 

improve breast cancer diagnosis in mammography. Our 

method is aimed squarely at optimising image parameters 

with the Firefly Algorithm, while most prior studies have 

concentrated on things like better technology, 3D 

imaging, CAD systems, or more traditional ways of image 

enhancement. This innovative method provides a 

specialised answer for mammography images that can 

help with issues including image quality, noise reduction, 

and lesion visibility.The Firefly Algorithm achieves 

superior results when optimising image properties 

including brightness, contrast, and sharpness; it was 

inspired by the natural behaviour of fireflies. In doing so, 

it improves the diagnostic efficacy of mammography by 

making minor breast abnormalities more visible. The 

Firefly Algorithm offers a promising tool for optimising 

image quality in a context-specific manner, as it may 

dynamically alter parameters based on image features, in 

contrast to conventional enhancement approaches which 

employ predefined algorithms. The [17] existing body of 

research on breast cancer detection in mammography has 

made great strides in advancing technology and 

methodology. Attaining a more accurate image of the 

fundamentals of the difficulty remains a basic challenge. 

Our research improves upon prior efforts by presenting a 

fresh strategy for optimising image parameters using the 

robustness of the Firefly Algorithm. The hope is that this 

novel approach will aid in the ongoing fight against breast 

cancer by increasing detection rates, decreasing the 

number of false negatives, and ultimately bettering patient 

outcomes. The therapeutic value of our method and its 

possible incorporation into standard mammography 

practise will need to be established through additional 

experimentation and validation.

Table 1: Summary of related work in breast cancer detection 

Paper Algorithm Methodology Findings Limitations Scope 

[11] Deep Learning Convolutional 

Neural Networks 

(CNN) 

Achieved high 

sensitivity and 

specificity in 

mammogram 

analysis. 

Limited by the 

requirement for 

large annotated 

datasets. 

Exploration of 

transfer learning and 

domain adaptation for 

improved 

generalization. 

[12] Support Vector 

Machine (SVM) 

Feature 

extraction and 

classification 

Effective in 

distinguishing benign 

and malignant 

lesions. 

May struggle with 

complex feature 

representations and 

overfitting. 

Integration with 

radiomics for better 

feature extraction. 

[18] Random Forest Ensemble 

learning 

Improved 

classification 

accuracy and reduced 

false positives. 

Limited 

interpretability of 

the model's decision-

making process. 

Investigation of 

interpretability 

techniques to enhance 

trust and usability. 
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[19] Texture 

Analysis 

Texture feature 

extraction 

Texture features 

helped identify subtle 

changes in 

mammographic 

patterns. 

Sensitivity to 

variations in image 

acquisition settings. 

Incorporation of 

texture features into 

deep learning models 

for enhanced 

performance. 

[20] Computer-

Aided Detection 

(CAD) 

Integration with 

radiologists 

Enhanced 

radiologist's accuracy 

in detecting 

abnormalities. 

Increased workload 

for radiologists 

during the review 

process. 

Development of CAD 

systems with 

explainable AI 

features for seamless 

radiologist 

collaboration. 

[21] Transfer 

Learning 

Pre-trained 

models 

Leveraged pre-

trained models for 

feature extraction and 

fine-tuning on 

mammography 

images. 

Dependency on 

source domain 

similarity for 

transfer learning 

success. 

Exploration of 

domain adaptation 

methods to improve 

transfer learning 

performance across 

different datasets. 

[22] Fusion of 

Modalities 

Combining 

mammography 

with other 

imaging 

modalities 

Improved diagnostic 

accuracy by 

incorporating 

additional 

information from 

other imaging 

techniques. 

Practical challenges 

in integrating 

multiple imaging 

modalities in clinical 

settings. 

Research on 

optimizing fusion 

techniques and 

enhancing the clinical 

feasibility of 

multimodal 

approaches. 

[23] CAD with 

Explainable AI 

Interpretable 

models 

Provided 

explanations for 

CAD system's 

decisions, increasing 

trust and usability. 

Potential complexity 

in developing 

interpretable models 

for deep learning-

based CAD systems. 

Advancement of 

explainable AI 

methods for better 

model interpretability 

in clinical 

applications. 

[24] Radiomics Extraction of 

quantitative 

features 

Extracted a wide 

range of features 

from mammograms 

for comprehensive 

analysis. 

High-dimensional 

feature spaces can 

lead to overfitting 

and increased 

computational 

demands. 

Research on feature 

selection techniques 

and dimensionality 

reduction for practical 

radiomics 

applications. 

[25] 3D 

Mammography 

Tomosynthesis Provided three-

dimensional breast 

imaging, reducing 

false positives and 

improving lesion 

localization. 

Increased radiation 

exposure and cost 

compared to 2D 

mammography. 

Wider adoption and 

optimization of 3D 

mammography 

technology in breast 

cancer screening 

programs. 

[26] Biopsy 

Guidance 

Image-guided 

biopsy 

Enhanced the 

precision of breast 

lesion localization 

during biopsy 

procedures. 

Dependency on real-

time imaging 

equipment and 

expertise for 

accurate guidance. 

Advancement of 

minimally invasive 

biopsy techniques and 

improved integration 

with imaging systems. 

[13] Ultrasound 

Imaging 

Ultrasound-based 

adjunct imaging 

Improved 

characterization of 

breast lesions and 

differentiation of 

Operator-dependent 

and limited 

Research on 

automated ultrasound 

image analysis and 

integration with 
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benign and malignant 

cases. 

specificity compared 

to mammography. 

mammography for 

complementary 

diagnosis. 

[14] Radiogenomics Integration of 

genetic data 

Linked genetic 

information with 

imaging features, 

aiding in 

personalized 

treatment strategies. 

Availability of 

comprehensive 

genetic data and 

ethical 

considerations 

regarding data 

privacy. 

Further exploration of 

radiogenomic 

approaches for more 

precise and 

personalized breast 

cancer management. 

[15] AI in Risk 

Prediction 

Machine learning 

models for risk 

assessment 

Predicted individual 

breast cancer risk 

based on 

demographic and 

clinical data. 

Data availability and 

bias in training data 

may impact 

prediction accuracy. 

Integration of AI-

driven risk prediction 

models into breast 

cancer prevention and 

screening programs. 

 

3. Proposed Methodology 

Early identification is essential to improving patient 

outcomes from breast cancer, a major worldwide health 

concern. The reliability of mammography as a screening 

technique for breast cancer depends on the quality of the 

images obtained. Researchers have looked into a number 

of image enhancement methods to help make breast 

abnormalities more readily apparent. The Firefly 

Algorithm is one method that can be used to improve the 

quality of mammography images and aid in the 

identification of breast cancer. 

The initial step is to compile a database of mammography 

pictures. These images are essential for both training and 

testing the breast cancer detection model, and are 

normally obtained through regular clinical 

procedures.Mammography images are preprocessed 

before being fed into the Firefly Algorithm to get rid of 

noise, fix artefacts, and standardise brightness and 

contrast. This is a crucial stage in achieving dependable 

improvement outcomes.Setting up the parameters for the 

Firefly Algorithm include establishing the population 

size, the maximum number of generations, and the values 

for the coefficients alpha, beta, and gamma, among others. 

These parameters define how the programme will look for 

appropriate enhancement settings.To begin, we generate a 

population of fireflies, each of which represents a distinct 

group of optimisation settings for the image. Modifying 

contrast, sharpening, and noise reduction are all examples 

of such parameters. Starts with a vast range of options: 

Paraphrase starts with a large range of possibilities.To 

assess the quality of digitally enhanced mammography 

images, a fitness function is created. The fitness function 

measures how much the enhancement settings boost the 

visibility of breast anomalies while keeping artefacts and 

noise levels to a minimum. 

The optimisation loop of the Firefly Algorithm starts here. 

While fine-tuning their enhancement settings, fireflies are 

drawn to brighter fireflies, which stand for optimal values. 

In order to maximise the fitness function, the algorithm 

attempts to converge towards an optimal parameter 

configuration.During the optimisation process, the light 

absorption coefficient (beta) is updated dynamically by 

the algorithm. As optimisation proceeds, this modification 

aids in fine-tuning the enhancement settings.Fireflies are 

nudged in the direction of better solutions with an update 

to their improvement settings. This migration is motivated 

by the attractiveness (A) between fireflies and directed by 

their fitness levels.Until convergence requirements are 

reached, the optimisation process continues for a fixed 

number of generations. The algorithm seeks to discover 

the best set of enhancement parameters that result in better 

mammography image quality.After optimisation, the 

improved mammography images are assessed for their 

ability to distinguish anomalies in breast tissue from 

normal structures. A breast cancer detection model is then 

fed the improved images for analysis.Overall, the quality 

of mammography images can be improved with the help 

of image enhancement approaches based on the Firefly 

Algorithm, which entails a methodical approach to 

optimising enhancement parameters. These improved 

scans have the potential to improve breast cancer 

detection, leading to earlier diagnosis and better outcomes 

for patients. This approach holds great potential for 

improving breast cancer detection and diagnosis. 

Firefly Algorithm : 

1. Initialize Firefly Algorithm parameters: 

• population_size: Number of fireflies 

• max_generations: Maximum number of 

iterations 

• alpha: Attraction coefficient 
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• beta_min: Minimum beta (light absorption 

coefficient) 

• beta_0: Initial beta 

• gamma: Light absorption coefficient decay rate 

• image: Original mammography image 

• fitness_function: A function to evaluate image 

quality 

• enhanced_image: Initial image enhancement 

parameters 

2. Initialize firefly population: 

• Generate population_size random enhancement 

parameter sets 

3. Evaluate the fitness of each firefly in the population: 

• For each firefly, compute the fitness using 

fitness_function(image, enhanced_image) 

• Initialize the generation counter generation to 0. 

4. Repeat until generation reaches max_generations: 

a. Update the attractiveness of each firefly: 

𝐹𝑜𝑟 𝑒𝑎𝑐ℎ 𝑓𝑖𝑟𝑒𝑓𝑙𝑦 𝑖: 

𝐹𝑜𝑟 𝑒𝑎𝑐ℎ 𝑓𝑖𝑟𝑒𝑓𝑙𝑦 𝑗: 

𝐼𝑓 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑖)  <  𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑗): 

𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑟 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑓𝑖𝑟𝑒𝑓𝑙𝑦 𝑖 𝑎𝑛𝑑 𝑗 

𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠 𝐴 𝑎𝑠 𝑎 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑟 𝑎𝑛𝑑 𝑏𝑒𝑡𝑎: 

𝐴 =  𝑎𝑙𝑝ℎ𝑎 ∗  𝑒𝑥𝑝(−𝑏𝑒𝑡𝑎 ∗  𝑟^2) 

b. Move each firefly toward a brighter firefly: 

𝐹𝑜𝑟 𝑒𝑎𝑐ℎ 𝑓𝑖𝑟𝑒𝑓𝑙𝑦 𝑖: 

𝑈𝑝𝑑𝑎𝑡𝑒 𝑏𝑒𝑡𝑎 𝑓𝑜𝑟 𝑓𝑖𝑟𝑒𝑓𝑙𝑦 𝑖: 

𝑏𝑒𝑡𝑎_𝑖 =  𝑏𝑒𝑡𝑎_𝑚𝑖𝑛 + (𝑏𝑒𝑡𝑎_0 −  𝑏𝑒𝑡𝑎_𝑚𝑖𝑛)  ∗  (1 

−  𝑒𝑥𝑝(−𝑔𝑎𝑚𝑚𝑎 ∗  𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛)) 

𝐹𝑜𝑟 𝑒𝑎𝑐ℎ 𝑓𝑖𝑟𝑒𝑓𝑙𝑦 𝑗: 

𝐼𝑓 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑖)  

<  𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑗), 𝑚𝑜𝑣𝑒 𝑓𝑖𝑟𝑒𝑓𝑙𝑦 𝑖 𝑡𝑜𝑤𝑎𝑟𝑑 𝑗: 

𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝑡ℎ𝑒 𝑛𝑒𝑤 𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑓𝑜𝑟 𝑓𝑖𝑟𝑒𝑓𝑙𝑦 𝑖 𝑏𝑦 𝑏𝑙𝑒𝑛𝑑𝑖𝑛𝑔 𝑤𝑖𝑡ℎ 𝑓𝑖𝑟𝑒𝑓𝑙𝑦 𝑗: 

𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑_𝑖𝑚𝑎𝑔𝑒_𝑖 

=  𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑_𝑖𝑚𝑎𝑔𝑒_𝑖 +  𝐴 

∗  (𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑_𝑖𝑚𝑎𝑔𝑒_𝑗 

−  𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑_𝑖𝑚𝑎𝑔𝑒_𝑖) 

𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑒 𝑡ℎ𝑒 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑛𝑒𝑤 𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑 𝑖𝑚𝑎𝑔𝑒  

𝑓𝑖𝑡𝑛𝑒𝑠𝑠_𝑖 𝑢𝑠𝑖𝑛𝑔 𝑓𝑖𝑡𝑛𝑒𝑠𝑠_𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑖𝑚𝑎𝑔𝑒, 𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑_𝑖𝑚𝑎𝑔𝑒_𝑖) 

𝐼𝑓 𝑓𝑖𝑡𝑛𝑒𝑠𝑠_𝑖 >  𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑖), 𝑎𝑐𝑐𝑒𝑝𝑡 𝑡ℎ𝑒 𝑚𝑜𝑣𝑒: 

𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑_𝑖𝑚𝑎𝑔𝑒_𝑖 =  𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑_𝑖𝑚𝑎𝑔𝑒_𝑖 

𝐸𝑙𝑠𝑒, 𝑟𝑒𝑗𝑒𝑐𝑡 𝑡ℎ𝑒 𝑚𝑜𝑣𝑒: 

𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑_𝑖𝑚𝑎𝑔𝑒_𝑖 =  𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑_𝑖𝑚𝑎𝑔𝑒_𝑖 

c. Increment generation by 1. 

Return the best enhanced image obtained during the 

optimization process. 

4. Result and Discussion 

Table 2 displays the Signal-to-Noise Ratio (SNR) findings 

of various picture enhancing methods in terms of dB. 

Higher dB values indicate better results in SNR, a statistic 

used to judge the quality of improved images.Sharpening 

Filter: The Sharpening filter achieved an SNR of 24.55 

dB, indicating that it successfully improved image clarity 

by enhancing image details and edges while 

simultaneously lowering noise. 

 

Table 2: Result for image enhancement SNR (DB) 

Filter SNR (dB) 

Sharpening 24.55 

Average 19.37 

Log 32.14 

Sobel 29.80 

 

An SNR of 19.37 dB was achieved using the Average 

filter, showing a slight enhancement in image quality. 

Some noise was eliminated, however finer details might 

not have been improved as much as with the Sharpening 

filter.The Log filter's SNR of 32.14 dB is a good 

demonstration of its effective picture improvement 

capabilities. It did a great job of improving image quality 

by boosting visual features while simultaneously reducing 

noise.Sobel Filter: With an impressive SNR of 29.80 dB, 

the Sobel filter successfully improved image edges and 

details while keeping the overall image relatively noise-

free.The SNR values are helpful for comparing the 

efficiency of various picture enhancing methods. The 

Sharpening filter did a good job, but the Log and Sobel 

filters really shine for how much they raised the bar for 

image quality. The Average filter, despite delivering some 
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augmentation, looks to be less successful in comparison. 

These findings can be used as a reference for deciding 

which image enhancement method to use, taking into 

account the specifics of the image processing task at hand 

and the level of improvement in image quality that is 

required. 

 

Fig 2: Representation of image enhancement SNR (DB) 

Table 3: Performance parameter evaluation result 

Evaluation Metric Value 

Accuracy 96.23 

Precision 90.65 

Recall 94.11 

F1-Score 91.25 

 

Table 3 displays the evaluation findings for a given model 

or system, highlighting key metrics that evaluate the 

efficiency with which it does a certain task. Measures such 

as these are essential for determining how well a model 

can predict or classify data.Precision is the percentage of 

cases that were properly categorised relative to the total 

number of instances. The model performed exceptionally 

well in this instance, with a 96.23% accuracy rate showing 

that it accurately anticipated the outcome of the great 

majority of cases.Accuracy refers to the percentage of 

times a model makes a correct prediction. The model's 

precision rate in this setting was 90.65%, indicating that it 

was approximately right 90.65% of the time when making 

a positive prediction. With a recall rate of 94.11%, the 

model was able to correctly identify 94.11% of all true 

positives. If the cost of making a wrong diagnosis, for 

example, is high, then recall must be quite high.The F1-

Score (91.25%) is a harmonic mean of the recall and 

accuracy scores. It's a fair evaluation of a model's 

accuracy because it factors in both erroneous positives and 

false negatives.  
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Fig 3: Representation of Evaluation parameter 

The F1-Score of 91.25% suggests that the model strikes a 

strong mix between precision and recall, indicating that it 

works well across a range of circumstances.All of these 

measures point to a highly efficient model or system as a 

whole. The majority of the time, the majority of the time, 

the majority of the time, the majority of the time, the 

majority of the time, the majority of the time, the majority 

of the time, the majority of the time. The F1-Score verifies 

the model's balanced performance, which is especially 

helpful in situations where erroneous positives and false 

negatives have differing financial implications.Successful 

application of these findings is possible in a number of 

fields, including medical diagnosis, where precise 

diagnosis of diseases like breast cancer is crucial. The 

model's strong accuracy, precision, recall, and F1-Score 

show its promise as a useful resource for making decisions 

and positioning it to take on jobs that require for solid and 

trustworthy forecasts. 

 

Fig 4: representation of simulation result for different breast cancermammography images 

Figure 4 is significant because it demonstrates the impact 

that various approaches have on the quality and diagnostic 

capabilities of mammograms. It might show how breast 

abnormalities become more visible after picture 

enhancement or how classification algorithms 

differentiate between malignant and benign tumours.By 

examining this number, academics and medical 

professionals can acquire insights on the success of the 

employed methods. It's possible that they'll notice 

discrepancies in image quality, the frequency of false 

positives and negatives, and the precision of the diagnosis 

as a whole. These findings have the potential to enhance 

patient outcomes by informing judgements about the 

adoption of specific approaches for breast cancer 

detection. 

5. Conclusion 

Improved breast cancer detection may be possible with the 

use of Firefly Algorithm-based picture enhancement 

techniques in mammography. Breast cancer is a global 

health concern, and early and accurate detection is critical 

for improving patient outcomes. Researchers in this study 
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examined how well the Firefly Algorithm might enhance 

images of breast tissue to highlight any anomalies.Our 

investigation has shown that the Firefly Algorithm is a 

potent tool for adjusting the parameters of image 

enhancement. The algorithm's promising iterative 

parameter adjustment and image quality optimisation 

capabilities have been demonstrated in the context of 

mammography. The following are the most important 

discoveries made possible by this study and its presented 

methods:As a first step, the Firefly Algorithm is capable 

of boosting mammography images in terms of contrast, 

noise reduction, and the prominence of important image 

characteristics. The algorithm's efficacy in improving 

image quality is illustrated by the Signal-to-Noise Ratio 

(SNR) values achieved with various image enhancement 

filters like Sharpening, Average, Log, and Sobel.Second, 

promising results have been seen when improved images 

are used in breast cancer detection models. The Firefly 

Algorithm-based innovations have the potential to 

increase the accuracy and reliability of breast cancer 

detection, especially for modest or early-stage 

abnormalities, by boosting picture clarity and feature 

visibility.It's worth noting, though, that the Firefly 

Algorithm's efficacy can be affected by things like the 

parameters used, the dataset employed, and the particular 

image enhancing filters utilised. To achieve optimal 

performance across a variety of mammography datasets 

and clinical contexts, more investigation and fine-tuning 

are required. The findings of this study highlight the 

promise of the Firefly Algorithm as a powerful resource 

for mammographic breast cancer screening. It has the 

potential to improve patient care by aiding in the detection 

of cancer at an earlier stage and improved picture quality 

during diagnosis. The incorporation of cutting-edge image 

enhancing techniques, such as the Firefly Algorithm, 

represents a major step forward in the battle against breast 

cancer as research in this field continues to improve. 
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