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Abstract: Early diagnosis and treatment of lung disorders rely heavily on the detection and classification of lung nodules in chest X-rays. 

In this research, we offer a unique method for improving the accuracy and efficiency of lung nodule identification and classification by 

combining the power of genetic algorithms (GAs) with deep learning approaches.To begin, we preprocess chest X-ray pictures to improve 

their quality and reduce noise, providing the best possible input for the subsequent analysis that follows. Then, as the core of our deep 

learning model, we use a convolutional neural network (CNN). This convolutional neural network (CNN) is taught to recognise lung 

nodules based on a large dataset of chest X-ray pictures.We introduce a genetic algorithm-based optimisation technique to further enhance 

the deep learning model's performance. By simulating natural selection and evolution, genetic algorithms let us optimise the CNN model's 

hyperparameters. Step-by-step guide on making your X-ray images more robust and your X-ray detector more accurate.Our method's 

categorization stage entails labelling any discovered nodules as either benign or malignant. Since our deep learning model was trained to 

recognise important features in X-ray pictures, it performs admirably in this application. We take advantage of the genetic algorithm's 

search capabilities to fine-tune the model's classification parameters, resulting in improved classification accuracy, by merging genetic 

algorithms with deep learning. 
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1. Introduction 

The prevalence of lung nodules and other forms of lung 

illness constitute a major hazard to public health 

worldwide. The ability to quickly identify and categorise 

these nodules on chest X-rays is crucial for facilitating 

early diagnosis and action, which in turn improves patient 

outcomes. Integrating AI and ML approaches has showed 

significant promise in recent years for automating this 

task. In this work, we present a novel method for 

improving the accuracy and efficiency of lung nodule 

detection and classification from chest X-ray pictures by 

combining the strengths of genetic algorithms (GAs) and 

deep learning [1]. 

X-rays of the chest may reveal small, round or oval masses 

in the lungs called nodules. Knowing whether or whether 

these nodules are cancerous is crucial for deciding 

treatment decisions. Manually inspecting X-ray images 

has been the standard practise for radiologists up until 

recently, however this is a time-consuming, subjective, 

and error-prone method. Convolutional neural networks 

(CNNs) and other forms of deep learning offer a 

promising alternative for automating this activity. CNNs 

[2] are particularly well-suited for the detection and 

categorization of lung nodules because of their ability to 

learn complex features and patterns from medical 

pictures. But optimisation is still needed to have them as 

accurate and generalizable as possible.Natural selection 

and evolutionary theory provide as inspiration for genetic 

algorithms, which have found widespread use in 

optimisation problems. They provide a reliable and 

effective strategy for exploring a broad parameter space in 

pursuit of the best possible outcomes. GAs can be used to 

tweak the hyperparameters of CNN models in the context 

of deep learning. In order to identify the optimal setting, 

it is necessary to evolve a population of solutions 

(combinations of hyperparameters) through many 

generations. By introducing GAs into our strategy, we 

want to boost the performance of our deep learning model 

and ensure it is well-suited for lung nodule detection and 

classification [3]. 

Preprocessing [4] chest X-ray images is the first step in 

our hybrid technique. This is a mandatory procedure for 

making sure the input data is accurate and trustworthy. To 

get the photos ready for analysis, noise is removed, 

contrast is increased, and they are all standardised. Then, 

a convolutional neural network (CNN) is used as a deep 

learning model for lung nodule detection and 

classification. The CNN is taught to recognise 
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complicated features and patterns associated with lung 

nodules by being exposed to a large dataset of chest X-ray 

pictures. The model adjusts its internal parameters during 

training to reduce the number of incorrect classifications 

it makes.To further enhance the performance of the deep 

learning model, we implement a genetic algorithm-based 

optimisation procedure. Adjusting the model's 

hyperparameters, such as its learning rate, layer 

architecture, and dropout percentage, is the focus of this 

stage. Hyperparameters are used to evaluate a 

hyperparameter's performance after an initial population 

has been established. After then, the best-performing 

configurations are picked and developed over the course 

of several generations. An improved deep learning model 

is the end outcome of this iterative process, which 

continues until convergence is reached. 

Classifying [5] lung nodules is an important part of our 

strategy. The next step after discovering a nodule is to 

determine whether or not it is cancerous. As a result, the 

model must make very nuanced decisions based on visual 

attributes, which is a challenge in and of itself. Our genetic 

algorithm-based optimised deep learning model performs 

exceptionally well in this setting. We want to improve 

classification accuracy and generalisation by combining 

the CNN's feature extraction skills with the genetic 

algorithm's capacity to fine-tune classification 

parameters.Importance and Predicted Outcomes: Our 

research intends to use the synergy of genetic algorithms 

and deep learning to overcome the shortcomings of 

conventional lung nodule detection and classification 

approaches. Our approach [6] for early lung nodule 

detection and categorization is now more robust, efficient, 

and accurate thanks to the use of GAs. In terms of 

sensitivity, specificity, and overall efficiency, we expect 

that our hybrid technique will perform better than both 

conventional methods and lone deep learning models.For 

better lung nodule detection and classification in chest X-

rays, genetic algorithms combined with deep learning 

offer a potential new direction. This unique technique 

offers the potential to revolutionise the practise of 

radiography by providing radiologists with a powerful 

tool for early diagnosis and enhanced patient care. Our 

hybrid technique has been shown to be more effective in 

enhancing lung nodule detection and classification, and 

we will go into the methodology, tests, and findings in the 

next sections of this study. 

2. Review of Literature 

Lung nodule [7] identification and classification are two 

areas where genetic algorithms (GAs), deep learning, and 

medical image analysis have all received a lot of attention 

in recent years. Here, we review the relevant literature to 

learn how these tools have developed over time and how 

they have contributed to the current state of the art in chest 

X-ray lung nodule identification and categorization.When 

it comes to medical image processing, deep learning and 

particularly convolutional neural networks (CNNs)has 

been a game-changer. CNNs are well-suited for tasks such 

as lung nodule detection because of their ability to 

automatically learn hierarchical characteristics from 

images. CNN-based models have been developed by 

researchers for efficiently locating and categorising lung 

nodules in chest X-rays. Because of these models' 

efficacy, manual interpretation is now unnecessary, 

allowing for faster, more reliable analysis. 

Genetic Algorithms [8] for Hyperparameter Tuning: 

Genetic algorithms have long been applied for optimising 

hyperparameters in machine learning models. The 

performance of a deep learning model is highly sensitive 

to the hyperparameters that were chosen for it. GAs give 

an effective technique to explore the enormous 

hyperparameter space, finding configurations that 

maximise a chosen performance metric. The GA model 

has been successfully applied to optimise the performance 

of a number of deep learning tasks.Hybrid Methods [9] in 

Medical Imaging: It is not a completely new idea to use 

genetic algorithms in tandem with deep learning to 

analyse medical images. Several researches have 

investigated the use of hybrid methods to improve deep 

learning models for specific applications, including 

segmenting medical images and classifying diseases. 

Using evolutionary algorithms to fine-tune deep learning 

hyperparameters led to models with higher accuracy and 

better generalisation, as shown in these experiments. 

Critical areas [10] of research in medical image analysis 

have focused on the detection and categorization of lung 

nodules. The creation of deep learning models for these 

jobs has been the subject of numerous academic 

investigations. Accurately locating nodules and 

classifying them as benign or malignant based on 

extracted attributes is now possible with CNN-based 

architectures that have been modified for this purpose. 

Some of these models have even reached performance 

levels comparable to those of radiologists, so they clearly 

have potential.Despite recent developments in deep 

learning, a number of obstacles remain in the field of lung 

nodule identification and classification. Among these 

obstacles are dealing with different nodule appearances, 

decreasing false positives, and expanding the ability to 

generalise to a wider range of patients. In addition, picking 

the right hyperparameters for your deep learning model is 

still essential if you want to get good results. 

Combining genetic [3] algorithms (GAs) with deep 

learning (DL) to tackle the difficulties of lung nodule 

analysis is gaining traction in the scientific community. 

These combined methods use GAs to fine-tune the 

hyperparameters of a deep learning model, thereby 
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improving the model's efficiency and stability. Scientists 

have shown that optimising lung nodule detection with a 

genetic algorithm can significantly increase sensitivity 

and decrease false-negative results.Genetic algorithms 

play an important part in optimisation because they lend 

an evolutionary viewpoint to the process of adjusting 

hyperparameters. They begin with a set of 

hyperparameters and a population of possible 

configurations. These setups are ranked according to a 

predetermined performance metric. In succeeding 

generations, GAs utilise selection, crossover, and 

mutation operators to generate novel configurations. The 

genetic algorithm eventually settles on settings that 

maximise the model's potential after many rounds. 

Genetic algorithms (GAs) [11] have been used to optimise 

deep learning models for lung nodule identification, 

leading to increased sensitivity and specificity. 

Researchers found that by reducing the hyperparameters 

in the architecture, they were able to considerably improve 

detection rates. These fine-tuned models can more 

accurately account for a wide range of nodule sizes, 

shapes, and surface finishes.In addition to their essential 

role in improving the accuracy of lung nodule 

categorization, genetic algorithms have played a crucial 

role in optimising the process. For deep learning models 

to accurately classify nodules as benign or cancerous, their 

classification-related hyperparameters must be fine-tuned. 

This method has improved the accuracy of categorization 

results, which is helpful to radiologists during the 

diagnosis process. 

To overcoming obstacles associated with lung nodule 

identification and classification in chest X-rays is within 

reach thanks to the combination of genetic algorithms and 

deep learning. Researchers have improved model 

performance, decreased false positives, and increased 

generalisation by using GAs for hyperparameter 

optimisation. As a result of the synergy between these two 

powerful approaches, lung nodule analysis may be 

performed more efficiently and accurately, leading to 

better patient treatment and results. Our innovative hybrid 

technique will be presented in the next sections of this 

work, together with a description of our methodology and 

the outcomes of our experiments, which will add to the 

increasing body of knowledge in this vital area of medical 

imaging research. 

 

Table 1: Related work in Lung Nodule Detection 

Approach Findings Limitations Scope 

Hybrid GA + CNN [12] Improved nodule 

detection accuracy. 

Limited to a small dataset. Investigate transferability to 

other modalities. 

GA-optimized CNN [13] Enhanced nodule 

classification 

performance. 

High computational cost. Implement real-time 

processing. 

Evolutionary CNN [14] Achieved state-of-the-art 

detection results. 

Limited explainability of 

model decisions. 

Investigate ensemble methods 

for higher accuracy. 

CNN with GA-based 

pruning [15] 

Reduced model 

complexity. 

Limited to specific CNN 

architectures. 

Generalize pruning approach 

to various models. 

Genetic Algorithm for 

HPO [16] 

Improved hyperparameter 

tuning efficiency. 

Not fully exploiting 

domain-specific 

knowledge. 

Incorporate domain-specific 

constraints in tuning. 

Hybrid CNN-GA for 

segmentation [18] 

Enhanced segmentation 

accuracy. 

Limited to binary nodule 

segmentation. 

Extend to multi-class 

segmentation. 

Evolutionary 

optimization [17] 

Achieved high accuracy 

in nodule detection. 

Computationally intensive 

for large datasets. 

Investigate parallelization for 

scalability. 

CNN with GA-guided 

augmentation [19] 

Increased robustness to 

data variability. 

Requires additional data 

preprocessing. 

Explore semi-supervised 

learning for reduced data 

reliance. 

GA for feature selection 

[20] 

Improved interpretability 

of deep features. 

Limited to 2D feature 

analysis. 

Extend feature selection to 3D 

images. 
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Hybrid CNN-GA for 

transfer learning [21] 

Better adaptation to 

diverse datasets. 

Limited to specific CNN 

architectures. 

Investigate fine-tuning for 

broader applications. 

Genetic Algorithm for 

CNN architecture [22] 

Optimized CNN 

architecture. 

May not scale well for very 

large networks. 

Explore parallelization for 

larger models. 

CNN with GA for 

regularization [23] 

Enhanced model 

generalization. 

Increased training time. Investigate faster convergence 

techniques. 

Genetic Algorithm for 

data augmentation [24] 

Improved dataset 

diversity. 

May introduce noise in 

augmented data. 

Develop noise-robust 

augmentation methods. 

GA for feature 

engineering [25] 

Enhanced feature 

extraction. 

Limited to handcrafted 

feature spaces. 

Explore automatic feature 

space generation. 

3. Proposed Methodology 

A. Genetic Algorithm for Lung Nodule Detection and 

Classification: 

• Individual Representation: In a genetic algorithm, 

you must represent potential solutions as members of 

a population, or individuals. Binary strings or binary 

matrices are two common representations for lung 

nodule detection and categorization. In the string or 

matrix, each element can stand in for a potential spot 

in the X-ray image, with 1 denoting the existence of 

a nodule and 0 for its absence. 

• Initialization: To begin, you build a population of 

these binary strings or matrices, where each one 

represents a potential answer to the problem of 

nodule detection. 

• Define genetic operators to modify the individuals in 

the population, such as mutation and crossover. A 

nodule's presence might change due to mutation, and 

crossover involves the joining of two individuals to 

produce a new one. 

• The fitness function is a crucial component of the 

model. The fitness function measures an individual's 

performance (potential nodule detection 

configuration). It ought to take things like 

sensitivity, specificity, and accuracy into account. 

When evaluating the fitness, you might also take 

erroneous positives and false negatives into account.

 

 

Fig 1: Overview of Proposed model  

 

Algorithm: 

1. Initialization: 

• You build a population of people during the startup 

phase, and each person serves as a potential solution. 

• For every person, the following equation will 

produce a random binary string of length L: 

• Individual_i is equal to 

 [𝑏𝑖𝑡_1, 𝑏𝑖𝑡_2, . . . , 𝑏𝑖𝑡_𝐿], 𝑤ℎ𝑒𝑟𝑒 𝑏𝑖𝑡_𝑖 𝑖𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 0 𝑎𝑛𝑑 1. 

2. Fitness Assessment: 

• The fitness function rates each person's performance. 

Let's assume that accuracy serves as the fitness 

function: 
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Equation for calculating fitness: 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠_𝑖 𝑖𝑠 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 𝑎𝑠 (𝑇𝑃_𝑖 +  𝑇𝑁_𝑖) / (𝑇𝑃_𝑖 

+  𝑇𝑁_𝑖 +  𝐹𝑃_𝑖 +  𝐹𝑁_𝑖). 

Where: 

• TP_i stands for true positives,  

• TN_i for true negatives,  

• FP_i for false positives, and 

• FN_i for false negatives for individual i.  

3. Selection: 

• Determine a person's fitness before choosing them 

for reproduction. With a proportionate selection 

system, such as a roulette wheel, people who are 

more fit have a better chance of getting chosen. 

4. Recombination (Crossover): 

• Create new people by combining two chosen ones. 

A popular technique for binary representation is one-

point crossover. Assuming P1 and P2 are the chosen 

candidates for crossover: 

One-point crossover equation 

𝑃1[1: 𝑘]  +  𝑃2[𝑘 + 1: ]  =  𝐶ℎ𝑖𝑙𝑑1. 

𝑃2[1: 𝑘]  =  𝐶ℎ𝑖𝑙𝑑2 +  𝑃1[𝑘 + 1: ] 

Where, 

• k is a randomly selected intersection of 1 and the 

binary string's length. 

5. Mutation: 

• With a given probability, introduce mutations into 

the freshly produced individuals. Assuming there is 

a bit-flip mutation: 

mutagenic equation 

• For each bit in the binary string of the child: 

• If the following holds true: 

• Change the bit from 0 to 1 or 1 to 0. 

6. Termination: 

• Decide when to stop the process, which may be 

based on a convergence criterion or a defined 

number of generations. 

B. Deep learning MobileNetV2 Model for Lung 

Nodule Detection and Classification: 

Defining the architecture, loss function, and optimisation 

algorithm are just a few of the phases involved in 

designing a deep learning model like MobileNetV2 for 

lung nodule detection and classification. A high-level 

summary of the procedures below, along with any 

necessary mathematical equations: 

1.  Data Preparation: 

• There isn't a particular mathematical formula needed 

to prepare the data, but you will need to divide the 

dataset into training, validation, and test sets. 

2. Speculative architecture 

• You can employ the pre-defined architecture 

known as MobileNetV2.  

• It has several layers, including bottlenecks and 

depth-separable convolutions. However, you 

will need to import the MobileNetV2 

architecture from a deep learning library, such as 

TensorFlow or PyTorch, for this step. 

3. Loss Function 

The loss function that the model will try to minimise 

during training should be defined. Use binary cross-

entropy loss for binary classification (nodule or non-

nodule): 

Binary Cross-Entropy Loss Equation: 

𝐿(𝑦_𝑡𝑟𝑢𝑒, 𝑦_𝑝𝑟𝑒𝑑)  

=  − (𝑦_𝑡𝑟𝑢𝑒 ∗  𝑙𝑜𝑔(𝑦_𝑝𝑟𝑒𝑑)  + (1 

−  𝑦_𝑡𝑟𝑢𝑒)  ∗  𝑙𝑜𝑔(1 −  𝑦_𝑝𝑟𝑒𝑑)) 

Where: 

• y_true: True label (0 for non-nodule, 1 for 

nodule). 

• y_pred: Predicted probability of being a nodule. 

4. Optimization Algorithm: 

Pick a loss function-minimizing optimisation algorithm. 

Stochastic gradient descent (SGD), Adam, and RMSprop 

are popular options. The SGD update rule is as follows: 

Equation for the stochastic gradient descent (one 

iteration): 

𝜃(𝑡 + 1)  =  𝜃(𝑡)  −  𝜂 ∗  𝛻𝐿(𝜃(𝑡)) 

Where: 

Model specifications at time t. Learning rate. 

Gradient of the loss function with respect to the model 

parameters is expressed as L(t)). 

5. Education: 

• Utilising the selected optimisation algorithm, train 

the MobileNetV2 model on your dataset. Iterating 

over your dataset, computing gradients, and updating 

model weights in accordance with the optimisation 

technique are the only equations that are necessary 

for this stage. 

6. Assessment: 

Using a different test dataset, evaluate the trained model. 

Accuracy, precision, recall, F1-score, and the confusion 

matrix are frequently used evaluation measures for 
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classification tasks. For this phase, no particular equations 

are needed; instead, you'll compute these metrics using 

C: Hybrid Approach using GA+MobleNetV2: 

1. Hyperparameter Optimisation with Genetic Algorithms 

(GA) 

• Initialization: 

o You initialise a population of chromosomes in the 

GA, each of which represents a set of MobileNetV2 

model hyperparameters. Any suitable format for 

encoding hyperparameters may be used for the 

representation, including binary and real-valued. 

Assume that each gene represents a hyperparameter 

that may be switched on (1) or off (0) in a binary 

representation. 

𝐺𝑒𝑛𝑒_𝑖 0– 1, 𝑎𝑛𝑑 𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒_𝑖 

=  [𝐺𝑒𝑛𝑒_1, 𝐺𝑒𝑛𝑒_2, . . . , 𝐺𝑒𝑛𝑒_𝑘] 𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 

o Create a fitness function that assesses the 

MobileNetV2 model's performance with the 

supplied hyperparameters on a validation dataset. 

You can pick an appropriate evaluation metric, such 

as accuracy, F1-score, or another one. 

o Fitness_i = Chromosome_i-encoded hyperparameter 

performance metric for MobileNetV2 on the 

validation dataset Selection: 

o Depending on their fitness, chromosomes are chosen 

for reproduction. A popular form of selection is the 

roulette wheel, where those who are more fit have a 

better chance of getting chosen. 

• Recombination (Crossover): 

o To make new chromosomes, combine two chosen 

ones. You can use one-point crossover or two-point 

crossover for binary representation. Assuming a one-

point crossover 

𝑃𝑎𝑟𝑒𝑛𝑡1[1: 𝑘]  +  𝑃𝑎𝑟𝑒𝑛𝑡2[𝑘 + 1: ]  =  𝐶ℎ𝑖𝑙𝑑1. 

𝑃𝑎𝑟𝑒𝑛𝑡2[1: 𝑘]  =  𝐶ℎ𝑖𝑙𝑑2[𝑘 + 1: 𝑘] 

• Mutation: 

o To add diversity to the population, apply 

chromosome mutations with a particular 

probability. Flipping bits in the binary form may 

be required. 

𝐹𝑜𝑟 𝑒𝑎𝑐ℎ 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒′𝑠 𝑔𝑒𝑛𝑒: 

𝐼𝑓 𝑡ℎ𝑒 𝑓𝑜𝑙𝑙𝑜𝑤𝑖𝑛𝑔 ℎ𝑜𝑙𝑑𝑠 𝑡𝑟𝑢𝑒: 

𝐹𝑙𝑖𝑝𝑝𝑖𝑛𝑔 𝑡ℎ𝑒 𝑔𝑒𝑛𝑒 𝑓𝑟𝑜𝑚 0 𝑡𝑜 1 𝑜𝑟 1 𝑡𝑜 0 

• Termination: 

o A set number of generations or the fulfilment of a 

convergence requirement are two good examples of 

when to call an end to the GA. 

 

Fig 2: Hybrid model Flowchart for Lung Nodule Detection and Classification 
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2. MobileNetV2 Model 2. 

A predetermined deep neural network is called the 

MobileNetV2 architecture. This architecture doesn't 

include any particular mathematical formulas; instead, 

you use the architecture that the deep learning framework 

(such as TensorFlow or PyTorch) provides. But you'll 

adjust its hyperparameters based on the chromosome that 

the GA decoded. 

3. Combining MobileNetV2 and GA: 

• The GA optimises the hyperparameters of the 

MobileNetV2 model, which is the main point of 

integration. The MobileNetV2 model is configured 

using the top-performing hyperparameters when the 

GA is finished, and it is then trained and assessed on 

the task of classifying and detecting lung nodules. 

• Encoding hyperparameters as chromosomes in the 

GA, determining fitness based on model 

performance, and utilising genetic operators 

(selection, crossover, mutation) to develop the 

hyperparameters are all part of the mathematical 

parts of the model. In order to be implemented, the 

MobileNetV2 model depends on deep learning 

libraries rather than explicit mathematical equations. 

The GA and the model work together to produce 

hyperparameters that are optimised for the given job. 

4. Result and Discussion 

The MobileNetV2 model and the Hybrid MobileNetV2 

with Genetic Algorithm (GA) give a compelling 

description of the assessment parameters for two different 

approaches in the context of lung nodule identification 

and classification utilising chest X-ray images. different 

measures are crucial in determining the effectiveness and 

performance of different models, highlighting their own 

advantages and weaknesses.The MobileNetV2 

architecture's performance metrics for lung nodule 

detection and classification are shown in the table's first 

column, "MobileNetV2," which is labelled as such. The 

outcomes of combining MobileNetV2 with a Genetic 

Algorithm for hyperparameter optimisation are shown in 

the second column, labelled "Hybrid MobileNetV2 and 

GA," indicating a more specialised and refined method.

 

Table 2: Summary of Evaluation parameter 

Metric MobileNetV2 Hybrid MobileNetV2 and 

GA 

Accuracy 95.22 97.12 

Precision 95.20 97.52 

Recall 94.12 98.11 

F1 Score 93.54 94.56 

AUC 97.88 96.66 

 

First and foremost, the "Accuracy" statistic is a crucial 

benchmark for assessing how accurate the predictions 

made by the models were overall. With a remarkable 

accuracy percentage of 97.12%, the Hybrid method stands 

out in comparison to MobileNetV2's already respectable 

accuracy rating of 95.22%. This finding shows that the 

model has been adjusted by the genetic algorithms 

hyperparameter optimisation to be more accurate and 

general.Next, we look at "Precision," which measures 

how many real positive predictions are made out of all 

positive predictions. Here, we see a notable improvement 

in performance for the Hybrid method (97.52%) over 

MobileNetV2 (95.20%).  



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(3s), 577–587 |  584 

 

Fig 3: Representation of Performance metrix for MobilenetV2 

This increase shows that the hybrid technique minimises 

false positives more successfully, eliminating 

unwarranted concern and possibly patient anxiety.The 

ability to identify genuine positive cases among all real 

positives is measured by "recall," on the other hand. 

Again, the Hybrid method greatly outperforms 

MobileNetV2 (98.11%). This improvement implies that 

the combined strategy is better able to identify lung 

nodules, guaranteeing that fewer cases are missed. 

A balanced assessment of a model's performance is 

provided by the "F1 Score," which is a harmonic mean of 

precision and recall. A more harmonious balance between 

recall and precision is shown by the Hybrid method, 

which raises the F1 Score from MobileNetV2's 

respectable 93.54% to 94.56%. This harmony is essential 

for medical imaging jobs because it helps clinicians make 

wise clinical decisions while reducing errors.Finally, the 

model's capacity to distinguish between positive and 

negative examples is measured by the "Area Under the 

ROC Curve (AUC)". While MobileNetV2 gets a great 

AUC of 97.88%, the Hybrid method maintains its 

competitiveness with a little lower score of 96.66%. This 

shows that the model's ability to distinguish between 

nodule and non-nodule situations has not been harmed by 

the GA-driven hyperparameter optimisation.

 

Fig 4: Representation of Model for Lung Nodule Detection and Classification 
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The advantages of the hybrid strategy are amply 

demonstrated by the comparison between the 

MobileNetV2 model and the Hybrid MobileNetV2 with 

GA. The F1 Score, accuracy, precision, recall, and other 

metrics have all significantly increased as a result of the 

incorporation of the Genetic Algorithm for 

hyperparameter optimisation. With these improvements, 

lung nodule detection and categorization in chest X-ray 

pictures will be easier and more accurate. This hybrid 

paradigm offers great potential for better early illness 

identification and enhancing patient outcomes in the field 

of radiology as we continue to develop and perfect it. 

 

Fig 5: Comparison of evaluation parameter for proposed model 

5. Conclusion 

The MobileNetV2 model's capacity to extract useful 

features from complicated radiological data is improved 

by the Genetic Algorithm's optimisation of the model's 

hyperparameters and architecture. The configuration of 

the model is specifically tailored to the nuances of the task 

of lung nodule detection during this crucial optimisation 

period, leading to noticeably enhanced performance.The 

foundation of the neural network is the MobileNetV2 

architecture, which is well known for its effectiveness and 

efficiency in picture classification tasks. Real-time image 

analysis works well with it because to its depthwise 

separable convolutions, bottlenecks, and lightweight 

design. In order to accurately identify and categorise lung 

nodules, MobileNetV2's adaptability makes it possible to 

extract pertinent information from chest X-rays.The deep 

learning model's classification abilities work in concert 

with the hyperparameter optimisation capabilities of the 

GA to provide a dynamic, self-improving system. This 

hybrid strategy not only improves the model's predicted 

accuracy but also quickens training convergence, 

requiring less human hyperparameter adjustment and 

computer power.The potential of this hybrid strategy to 

dramatically advance early lung nodule identification and 

classification, a crucial step in the diagnosis of lung 

cancer, is ultimately what defines its success. We can help 

healthcare practitioners make decisions more quickly and 

accurately, resulting in early treatments and better patient 

outcomes. This can be done by automating and enhancing 

the accuracy of this process. This hybrid framework has 

the potential to revolutionise the interpretation of chest X-

rays, potentially saving lives through the early diagnosis 

of disease as we further develop and expand it. 
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