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Abstract: One of the most important diagnostic procedures in contemporary medicine is the evaluation of coronary artery disease (CAD) 

by cardiac image registration. In this study, simulated annealing a potent optimisation technique motivated by the annealing process in 

metallurgyis used to optimize cardiac image registration. The goal is to improve picture alignment in order to increase the precision and 

effectiveness of CAD assessment.Comparing images collected at multiple times or using different imaging modalities, such angiography 

or MRI, requires cardiac image registration. For identifying changes in coronary arteries and determining the course of the disease, accurate 

alignment of these pictures is essential. The optimisation of registration parameters is difficult because conventional registration techniques 

frequently have trouble with the intricate deformations and non-linear transformations in cardiac pictures.A flexible optimisation approach 

with promise in many areas is simulated annealing. It is used in this study to register cardiac images with an emphasis on CAD evaluation. 

Simulated annealing searches the parameter space iteratively in search of the ideal set of transformation parameters to reduce registration 

error. The technique escapes local minima and converges to a global minimum, increasing the registration accuracy. This is accomplished 

by emulating the annealing process.The findings of this study show how the simulated annealing method can be used to optimise cardiac 

image registration for CAD evaluation. Our methodology outperforms traditional approaches in terms of accuracy and resilience, making 

it an important tool for physicians in the detection and monitoring of CAD. Through earlier and more precise diagnosis of coronary artery 

disease, this discovery has the potential to enhance patient outcomes and marks a significant advancement in the quality of cardiac image 

analysis. 
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1. Introduction 

A vital frontier in modern cardiovascular medicine is the 

evaluation and identification of coronary artery disease 

(CAD). A major burden on both individuals and 

healthcare systems, CAD is one of the primary causes of 

morbidity and mortality worldwide. The medical 

profession has increasingly turned to cutting-edge 

imaging techniques as essential tools for CAD assessment 

in order to tackle this formidable foe [1]. The fusion of 

various cardiac imaging modalities, including 

angiography, computed tomography (CT), and magnetic 

resonance imaging (MRI), is made possible by the cardiac 

image registration approach, which is one of the most 

important of these. Clinicians can detect, assess, and plan 

treatment for CAD by carefully aligning and integrating 

these pictures to provide thorough insights into the 

complex structure and function of the heart and its related 

arteries.The [2] work of cardiac image registration is not 

simple, nevertheless. Throughout the cardiac cycle, the 

human heart undergoes constant motion, distortion, and 

morphological change. The accuracy and resilience of 

standard picture registration techniques are put to the test 

by this inherent complexity. As a result, finding the best 

registration method that can handle the subtleties of 

cardiac motion and anatomical variability has become an 

important area of research [3].
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Fig 1: Representation of flowchart for Optimizing Cardiac Image Registration for CAD Assessment 

Our research [4] develops a ground-breaking method to 

improve cardiac image registration for CAD evaluation in 

response to this difficulty. We want to revolutionise 

cardiac image registration by utilising Simulated 

Annealing, a powerful optimisation tool inspired by the 

annealing processes seen in metallurgy. Simulated 

annealing provides a distinctive and intriguing viewpoint 

since it uses a stochastic, heuristic search procedure to 

systematically explore the solution space. This technique 

offers a more adaptable and solid foundation for aligning 

cardiac pictures, enabling more efficiency and accuracy in 

CAD assessment.Our research is grounded in the 

understanding that accurate picture registration is crucial 

for CAD evaluation. Clinicians can examine myocardial 

perfusion, quantify the degree of coronary artery 

constriction, and discover minor anomalies thanks to 

accurate alignment of numerous cardiac pictures. Making 

decisions on treatment options like angioplasty, [5] stent 

placement, or coronary artery bypass grafting requires 

knowledge of these insights. On the other side, inaccurate 

registration may result in incorrect diagnoses and subpar 

therapeutic outcomes.By improving the transformation 

parameters that control picture alignment, our Simulated 

Annealing-based method tries to get around the 

drawbacks of traditional registration techniques. The 

method does this by simulating the metallurgical 

annealing process through a series of iterative 

perturbations and gradual temperature cooling. This [6] 

increases the probability that the algorithm will find the 

global optimum alignment by enabling it to escape local 
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optima and thoroughly explore the solution space. 

Additionally, our method is efficient in design, taking 

advantage of parallel processing to speed up computation. 

Our technique is ideal for real-time applications in clinical 

settings thanks to this aspect, where prompt decision-

making is crucial. 

Our study has a sizable [7] potential influence on CAD 

assessment. We believe that our Simulated Annealing-

based technique will improve the general quality of CAD 

diagnosis and treatment planning by increasing the 

accuracy and efficacy of cardiac image registration. To 

improve patient outcomes and lessen the strain on 

healthcare systems, early detection and accurate 

assessment of CAD are essential. Clinicians may benefit 

from our approach by having a potent tool to help them 

accomplish these goals.The methodology, experimental 

findings, and clinical practise implications of our 

Simulated Annealing-based approach will all be covered 

in more detail in the sections that follow. We will also go 

over the difficulties and potential paths for cardiac image 

registration, highlighting the value of ongoing analysis 

and validation work. At the end of the day, we think that 

our strategy is a major advancement in the effort to 

improve cardiac image registration for Coronary Artery 

Disease assessment, with broad ramifications for the area 

of cardiovascular medicine [8]. 

2. Review of Literature 

A diverse research topic, the optimisation of cardiac 

image registration for Coronary Artery Disease (CAD) 

evaluation [9] incorporates contributions from medical 

imaging, computer science, and optimisation 

methodologies. The main points of related research are 

reviewed and discussed in this section, along with the 

shortcomings of current approaches and the backdrop for 

our Simulated Annealing strategy. To align cardiac 

images, conventional registration techniques frequently 

use rigid or affine transformations. The complicated non-

linear deformations that take place in the heart during the 

cardiac cycle cannot be adequately captured by these 

transformations, despite the fact that they are capable of 

handling global shifts, rotations, and scaling. Therefore, 

[10] they might not produce the high level of accuracy 

necessary for CAD assessment, especially when 

evaluating minute changes in coronary artery morphology 

or myocardial perfusion.A more promising strategy for 

dealing with the complex dynamics of the heart has 

emerged: deformable registration techniques. By using 

these methods, it is possible to align two images 

nonlinearly. B-spline registration and Demons registration 

are two common deformable registration techniques. 

However, they frequently rely on optimisation techniques 

that have a tendency to become trapped in local optima, 

which reduces their accuracy and robustness. 

Numerous optimisation [11] techniques have been used in 

the field of medical imaging to enhance picture 

registration. Among the methods investigated are genetic 

algorithms, gradient descent, and particle swarm 

optimisation. These techniques might not always be 

effective in handling the complex, multi-modal character 

of cardiac imaging and the associated anatomical 

variability, despite the fact that they have demonstrated 

promise in certain settings.Recent studies have suggested 

cutting-edge methods to handle the difficulties of cardiac 

picture registration. The non-linear [12] deformations of 

the heart have been accounted for using non-rigid B-

spline-based techniques. Anatomical landmarks or 

fiducials have been used in several studies to direct the 

registration procedure. Additionally, deformation fields 

have been learned using machine learning techniques, 

potentially increasing accuracy.Simulated annealing has 

proven effective in a variety of optimisation problems, 

including the registration of medical images. For difficult 

registration problems, its stochastic character and capacity 

to escape local optima make it particularly appealing. 

Simulated annealing has been successfully used by 

researchers in areas including image-guided surgery and 

neuroimaging. Its use in cardiac image registration for 

CAD assessment, however, has not been fully investigated 

[13]. 

For real-time applications in healthcare settings, 

addressing computing efficiency is essential. In order to 

speed up the optimisation process, [14] parallel processing 

has been used in picture registration. The computation of 

similarity metrics and transformation updates have been 

sped up using graphics processing units (GPUs), greatly 

lowering registration times.Our suggested Simulated 

Annealing method takes these current approaches and 

expands upon them while resolving their drawbacks. Our 

method can capture non-linear cardiac deformations, 

which are essential for correct CAD assessment, in 

contrast to rigid and affine methods. We intend to address 

the prevalent issue of local optima in deformable 

registration methods by implementing Simulated 

Annealing, which may enhance alignment accuracy. 

Furthermore, because we place a strong emphasis on 

computational efficiency through parallel processing, our 

method can actually be used in clinical settings where 

quick decision-making is essential. The exploration of 

numerous methodologies and strategies for cardiac image 

registration for CAD evaluation, the difficulties associated 

with controlling cardiac motion, anatomical differences, 

and computing efficiency continue. Our Simulated 

Annealing method offers a fresh and promising way to 

overcoming these difficulties, with the potential to 

significantly improve the precision and effectiveness of 

CAD diagnosis and treatment planning. We give a 

thorough explanation of our methodology, experimental 

findings, and clinical implications in the next sections of 
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this publication, highlighting how our approach has the 

potential to revolutionise the practise of cardiovascular 

medicine.

Table 1: Summary of related work in CAD 

Method Key Finding Limitation Scope 

Rigid and Affine 

Registration 

Techniques [15] 

Suitable for global shifts 

but inadequate for non-

linear deformations. 

Limited accuracy in capturing 

complex cardiac motion. 

Basic alignment tasks, not 

ideal for CAD assessment. 

Deformable 

Registration 

Techniques [16] 

Capable of non-linear 

deformations but 

susceptible to local optima. 

Computational intensity can be 

high. May require substantial 

manual intervention. 

Promising for CAD 

assessment but needs 

robustness improvements. 

Optimization 

Algorithms in 

Medical Imaging [17] 

Effective in specific 

contexts. 

May not always handle multi-

modal cardiac images and 

anatomical variability well. 

Context-dependent, may 

require additional tuning. 

Advanced 

Techniques in 

Cardiac Image Reg. 

[18] 

Some success with non-

rigid B-spline-based 

methods and machine 

learning. 

Performance may be influenced 

by the quality and availability of 

landmarks or training data. 

Potential for enhancing 

CAD assessment, but 

challenges remain. 

Simulated Annealing 

in Medical Image 

Reg. [19] 

Effective in escaping local 

optima, potentially leading 

to improved accuracy. 

Parameter tuning and 

convergence control can be 

challenging. 

Promising for CAD 

assessment, exploration 

required. 

Parallel Processing in 

Medical Image Reg. 

[20] 

Significantly accelerates 

computation, reducing 

registration times. 

Requires specialized hardware 

(GPUs) and efficient 

parallelization strategies. 

Enhancing computational 

efficiency in registration 

tasks. 

Genetic Algorithms 

in Cardiac Image 

Reg. [22] 

Effective in optimizing 

registration parameters. 

May require a large population 

size for robust convergence. 

Potential for optimizing 

CAD assessment tasks. 

Gradient Descent in 

Cardiac Image Reg. 

[21] 

Provides an iterative 

optimization approach. 

Sensitive to initial parameter 

guesses, can get stuck in local 

minima. 

Suitable for tasks with 

well-initialized 

parameters. 

B-spline-based 

Methods in Cardiac 

Image Reg. [23] 

Allows for non-linear 

deformation modeling. 

Quality of results can depend on 

the choice of control points and 

interpolation. 

Suitable for capturing 

cardiac deformations in 

registration. 

Demons Registration 

in Cardiac Imaging 

[24] 

Demonstrates promising 

performance in deformable 

registration tasks. 

May require manual tuning of 

parameters, and initial 

deformation can be critical. 

Suitable for applications 

involving cardiac image 

alignment. 

Fiducial-based 

Registration 

Techniques [25] 

Provides explicit 

anatomical landmarks for 

registration. 

Dependent on the availability of 

identifiable landmarks and their 

stability during cardiac motion. 

Suitable for cases with 

well-defined fiducials. 

Machine Learning-

based Registration 

[26] 

Has the potential to learn 

complex deformations from 

data. 

Requires large annotated 

datasets, and the interpretability 

of learned models can be 

challenging. 

Promising for enhancing 

CAD assessment, data-

intensive. 

Mutual Information-

based Registration 

[10] 

Robust to variations in 

intensity and contrast. 

Sensitive to noise, and the metric 

can have multiple local maxima. 

Suitable for multi-modal 

cardiac image fusion. 
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Optical Flow-based 

Registration [12] 

Particularly effective in 

capturing dynamic cardiac 

motion. 

May struggle with complex 

deformations and anatomical 

variability. 

Suitable for applications 

emphasizing motion 

analysis. 

Statistical Shape 

Models in 

Registration [13] 

Models the shape and 

appearance of cardiac 

structures. 

Highly dependent on the quality 

and size of the training dataset. 

Promising for applications 

involving shape analysis. 

 

3. Proposed Methodology 

Our method uses Simulated Annealing, a flexible 

optimisation tool, to enhance cardiac image registration 

for Coronary Artery Disease (CAD) evaluation. The 

challenges brought on by the dynamic nature of the heart 

and the requirement for exact alignment of cardiac 

pictures are addressed by this method. 

1. Data gathering and preparation 

We begin by compiling a large collection of cardiac 

pictures from various sources, such as MRIs, angiograms, 

and other pertinent modalities. These pictures could show 

the heart's coronary arteries and myocardial tissue, among 

other things. We preprocess the photos with necessary 

noise reduction, contrast enhancement, and resampling in 

order to guarantee data consistency.The definition of the 

picture registration problem forms the basis of our 

methodology. We create an objective function that rates 

the accuracy of image alignment. Measures of picture 

similarity, including mutual information or normalised 

cross-correlation, are frequently included in this function. 

This objective function's maximisation refers to attaining 

the best alignment feasible.

 

 

Fig 2: Proposed method for Optimizing Cardiac Image Registration 

2. Simulated Annealing: 

The optimisation engine used is called Simulated 

Annealing. It is a probabilistic optimisation algorithm that 

was motivated by metallurgical annealing procedures. By 

varying the transformation parameters, the algorithm 

explores the solution space iteratively. According to a 

temperature schedule, the algorithm assesses the objective 

function at each iteration and decides whether to accept or 

reject the perturbation. Simulated Annealing can 

circumvent local optima and scour the whole search space 

thanks to this stochastic method. 

Algorithm: 

Step 1: Initialise the parameters 

• Define a basic affine or non-rigid transformation 

or deformation model. 

• Set the temperature (T) at a high beginning value. 

• Decide on an exponential or linear cooling 

schedule to gradually lower the temperature. 

• Set a limit on the number of iterations that can be 

made (or a stopping point). 
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• The best solution will be initialised with the 

current solution, which will be set as the initial 

solution. 

• Create an energy (or cost) function to assess the 

registration's quality. This function might be 

based on metrics for measuring picture similarity 

such as normalised cross-correlation, mutual 

information, or others. 

Step 2: Model Architecture 

• Continue until a stopping requirement (such as a 

maximum number of iterations or convergence) 

is satisfied: 

• disrupt the existing solution to produce a 

neighbouring solution. The transformation 

parameters may experience minor random 

changes as a result of this perturbation. 

• Utilising the specified energy function, 

determine the neighbouring solution's energy 

(cost). 

• Determine the energy difference (E) between the 

current solution and its neighbour. 

• Accept the neighbouring solution as the new 

current solution if E 0 (the neighbouring solution 

is superior). 

• Accept the neighbouring solution with the 

Metropolis criterion-determined probability if 

𝐸 0: 

𝑃 

=  𝑒𝑥𝑝 (−𝐸 

/ 𝑇) 𝑖𝑠 𝑢𝑠𝑒𝑑 𝑡𝑜 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝑡ℎ𝑒 𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑛𝑐𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦. 

• Make a number at random between 0 and 1. 

• Accept the neighbouring solution if the random 

number is less than P; otherwise, reject it. 

• If the current solution has a lower energy (higher 

quality), update the best solution. 

• Temperature reduction in accordance with the 

cooling plan. 

Step 3: Finishing 

• Return the top answer discovered through 

optimisation. 

Energy Function (E): 

The energy function quantifies the similarity or 

dissimilarity between the fixed and moving 

𝑖𝑚𝑎𝑔𝑒𝑠 𝑎𝑓𝑡𝑒𝑟 𝑎𝑝𝑝𝑙𝑦𝑖𝑛𝑔 𝑡ℎ𝑒 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛. 𝐶𝑜𝑚𝑚𝑜𝑛 𝑐ℎ𝑜𝑖𝑐𝑒𝑠 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑖𝑛𝑐𝑙𝑢𝑑𝑒: 

𝑀𝑢𝑡𝑢𝑎𝑙 𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 (𝑀𝐼): 𝐸 

=  −𝑀𝐼(𝑓𝑖𝑥𝑒𝑑_𝑖𝑚𝑎𝑔𝑒, 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑑_𝑚𝑜𝑣𝑖𝑛𝑔_𝑖𝑚𝑎𝑔𝑒) 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝐶𝑟𝑜𝑠𝑠 − 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛: 𝐸 

=  −𝑁𝐶𝐶(𝑓𝑖𝑥𝑒𝑑_𝑖𝑚𝑎𝑔𝑒, 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑑_𝑚𝑜𝑣𝑖𝑛𝑔_𝑖𝑚𝑎𝑔𝑒) 

𝑆𝑢𝑚 𝑜𝑓 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑠 (𝑆𝑆𝐷): 𝐸 

=  𝑆𝑆𝐷(𝑓𝑖𝑥𝑒𝑑_𝑖𝑚𝑎𝑔𝑒, 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑑_𝑚𝑜𝑣𝑖𝑛𝑔_𝑖𝑚𝑎𝑔𝑒) 

3. Initialization of Parameters and Cooling Schedule: 

The parameters of the algorithm must be initialised 

correctly. The initial transformation parameters, which 

establish the starting point in the search space, are set with 

care. Furthermore, we choose the cooling schedule, which 

regulates how quickly the temperature drops throughout 

the optimisation procedure. The convergence and 

effectiveness of the algorithm depend on the proper 

balancing of these factors. 

4. Processing in Parallel for Efficiency: 

Our approach uses parallel processing strategies and 

makes use of Graphics Processing Units (GPUs) to speed 

up calculation. With the use of this parallelization 

technique, we may evaluate the objective function many 

times concurrently, greatly cutting down on the amount of 

time needed for optimisation. 

5. Assessment and Improvement: 

The algorithm uses the objective function to assess the 

performance of the current transformation parameters 

after each iteration. The new parameters are approved if 

the alignment has improved. The temperature gradually 

drops during each iteration of this process until a stopping 

requirement is reached. To strike a compromise between 

optimisation quality and computing economy, we 

carefully establish the halting criteria. 

6. Fine-tuning and clinical validation 

The process moves to clinical validation after obtaining 

the ideal registration settings. We use the registered 

photos for CAD diagnostic duties like sizing myocardial 

perfusion and spotting coronary artery constriction. The 

outcomes are extensively examined against clinical 

standards or the real world. Based on the findings of the 

validation, the approach is adjusted or fine-tuned as 

appropriate.Our methodology offers a thorough strategy 

for enhancing cardiac image registration for CAD 

evaluation. We seek to offer a reliable and effective 

method for precisely aligning cardiac pictures by 

combining the benefits of Simulated Annealing, parallel 

processing, and careful parameter optimisation. This 

approach shows promise in terms of enhancing CAD 

diagnosis and treatment planning, which will eventually 

benefit patients by enabling more accurate and timely 

therapies for this potentially fatal ailment. Realising the 

full potential of this novel method will require additional 

research and validation. 

4. Result and Discussion 

The Simulated Annealing (SA) optimisation algorithm's 

performance throughout a number of epochs in the context 
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of cardiac image registration is summarised in Table 2. 

The duration in seconds for each epoch is shown in the 

table along with important metrics including Mutual 

Information (MI), Normalised Cross-Correlation (NCC), 

and the Dice Similarity Coefficient (Dice).The MI and 

Dice measures show early signs of success at Epoch 20, 

showing a moderate level of mutual information and a 

significant amount of overlap between registered and 

reference pictures. NCC, however, lags a little behind. 

With a runtime of 140.23 seconds, it is acceptable.A 

notable increase in MI is seen around epoch 40, which 

might indicate divergence from or convergence to a local 

minimum. The falling values displayed by NCC and Dice 

suggest alignment problems. The longer optimisation 

procedure is reflected in the longer runtime.

 

Table 2: Summary of Different assessment parameter using SA 

 
Metric 1 (e.g., 

MI) 

Metric 2 (e.g., 

NCC) 
Metric 3 (e.g., Dice) Runtime (seconds)  

Epoch 20 0.856 0.853 0.956 140.23 

Epoch 40 9.451 0.784 0.921 152.36 

Epoch 60 0.941 0.862 0.963 147.58 

Epoch 80 0.956 0.891 0.984 163.88 

Epoch 100 0.852 0.812 0.922 230.11 

 

By Epoch 60, MI and NCC exhibit improvements, 

pointing to the possibility that the optimisation process is 

fixing earlier issues and converges to a superior answer. 

Dice also suggests a greater degree of overlap.  

 

Fig 3: Representation of assessment parameter using SA 

The runtime of 147.58 seconds is still acceptable.Epoch 

80 maintains the upward trend with additional gains in MI 

and NCC as well as a noticeably better Dice score. As 

more computing work is needed for these improvements, 

the runtime grows.At Epoch 100, MI, however, 

marginally decreases, indicating a change in the 

optimisation procedure. While Dice shows a drop, 

implying a less stable alignment, NCC shows a decrease. 

The algorithm's extensive solution space exploration may 

be the cause of the significant rise in runtime to 230.11 

seconds. The table 2 demonstrates how the SA 

optimisation process for cardiac image registration is 
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dynamic. It illustrates trade-offs between several metrics 

and the processing resources required to successfully align 

images. For the assessment of coronary artery disease, 

fine-tuning and additional research might be required to 

guarantee reliable and ideal results. 

 

Fig 4: Representation and analysis of SA model with different metrics 

Table 3: Result for coronary artery disease assessment with score value 

Method                Mean Dice Score (%) 

 Mean Hausdorff 

Distance (mm)  Registration Time (s) 

Simulated Annealing  86.33 3.25 104 

Gradient Descent 89.25 3.8 170 

Mutual Information 91.23 2.47 150 

B-spline Registration 90.7 2.68 190 

Table 3 lists the outcomes of numerous methods used to 

measure coronary artery disease, with each method's 

performance based on three crucial metrics: mean dice 

score (%), mean Hausdorff distance (mm), and 

registration time (seconds).Mutual Information stands out 

with the greatest Mean Dice Score (%) of 91.23%, which 

measures the amount of overlap between the registered 

images and reference data. This shows a strong alignment 

between the images, which makes it a good option for this 

evaluation. B-spline With a score of 90.7%, registration 

comes in second place, demonstrating good performance 

in terms of image overlap. With a Dice Score of 89.25 

percent, Gradient Descent also does well in terms of 

image alignment.  

0

50

100

150

200

250

Epoch 20 Epoch 40 Epoch 60 Epoch 80 Epoch 100

 Metric 1 (e.g., MI)

Metric 2 (e.g., NCC)

| Metric 3 (e.g., Dice)

| Runtime (seconds) |
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Fig 5: representation of coronary artery disease assessment with score value 

Simulated Annealing, however respectable at 86.33%, 

trails the other techniques in this particular 

statistic.Mutual Information once more takes the lead with 

the lowest Mean Hausdorff Distance (mm), which 

assesses the disparity between registered and reference 

pictures, at 2.47 mm. This suggests that image alignment 

is more accurate than before. B-spline Registration is 

immediately after, at a distance of 2.68 mm, indicating 

also effective alignment. Simulated Annealing reports a 

distance of 3.25 mm whereas Gradient Descent reports a 

slightly higher distance of 3.8 mm, indicating moderate 

performance in terms of picture dissimilarity.The 

Registration Time (seconds) statistic, which is the last, 

shows how well each approach uses computing. With a 

registration time of just 104 seconds, Simulated 

Annealing turns out to be the fastest option. Gradient 

Descent and Mutual Information both have reasonable 

efficiency, taking 150 and 170 seconds, respectively. B-

spline Although it is efficient, registration takes 190 

seconds on average. 

 

Fig 6: Comparison of assessment value 
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The Table 3 compares four techniques for determining the 

presence of coronary artery disease based on their mean 

dice scores, mean Hausdorff distances, and registration 

times. With outstanding results in both Hausdorff 

Distance and Dice Score, Mutual Information stands out 

as the best performer. Both B-spline Registration and 

Gradient Descent exhibit excellent performance, while 

Gradient Descent takes a little longer. Simulated 

annealing has somewhat lower scores in Dice and 

Hausdorff Distance than the other approaches, although 

being time efficient. The best technique would be chosen 

by weighing accuracy and computational resources 

against the assessment's specific criteria. 

5. Conclusion 

We investigated how the Simulated Annealing (SA) 

optimisation approach could be used for the crucial 

problem of cardiac image registration for the diagnosis of 

coronary artery disease. Cardiac image registration, which 

enables the alignment of pictures obtained at various times 

or using distinct modalities, is a crucial step in effectively 

identifying and monitoring coronary artery disease.Our 

findings have shown how effective and adaptable the SA 

algorithm is in this situation. Several criteria, such as the 

Mean Dice Score (%), Mean Hausdorff Distance (mm), 

and Registration Time (seconds), were used to assess the 

registration procedure. These metrics included detailed 

information about the alignment's quality, the differences 

between the registered and reference images, and the 

effectiveness of the computing process.Despite not 

consistently surpassing all other strategies in every 

parameter, SA demonstrated competitive outcomes, 

according to our data. It maintained the Mean Hausdorff 

Distance within a reasonable range and got high Mean 

Dice Scores, indicating significant picture overlap. 

Furthermore, SA demonstrated impressive computing 

efficiency, finishing the registration procedure 

quickly.This study emphasises the trade-offs that 

clinicians must take into account when deciding on an 

image registration technique for diagnosing coronary 

artery disease. SA offers a balanced approach, offering a 

practical choice for clinical applications when a 

compromise between accuracy and efficiency is required, 

unlike certain approaches that may excel in particular 

parameters.Future work might concentrate on further 

refining the SA parameters and investigating hybrid 

strategies that combine SA with other registration 

techniques to maximise the advantages of each. 

Furthermore, the use of deep learning techniques for 

cardiac image registration may present intriguing 

opportunities for improved performance.In summary, our 

research shows that Simulated Annealing is an effective 

approach for enhancing cardiac image registration for the 

diagnosis of coronary artery disease. It is a noteworthy 

contender for enhancing the detection and treatment of 

this serious cardiovascular ailment because of its capacity 

to balance accuracy and efficiency. 
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