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Abstract: Network intrusion detection is crucial because of how it affects several communication and security areas, to 

detect network intrusion is a challenging task. Additionally, network intrusion detection is arduous work because to train 

modern machine learning models it takes a huge number of data to recognise an intrusion into the network. Recently, in 

order to identify network intrusions various methods proposed. Though they face significant difficulties because novel 

threats are always emerging that more older systems cannot detect. The goal of this paper is to design a network intrusion 

detection system (NIDS) by comparing several algorithms. Considering the relationships between the features, the 

optimum features are chosen from the dataset. In our research, we use K-means, Decision Tree, Random Forest, KNNs, and 

MLP for comparison. By monitoring the network traffic is classified into attacks and normal traffic. The experimental 

outcomes demonstrated that our suggested technique accurately detects various network intrusion types with on the KDD 

Cup99 dataset. Our proposed system also helpful for research and application areas involving network security. 

Keywords: Network Intrusion, Decision Tree, K-means, MLP, Random Forest, KDD Cup99 

1. Introduction 

An intrusion detection system (IDS) is a system 

that monitors a network or system for indications of 

malicious behaviour and policy breaches. IDS 

detects anomalies and inconsistent behaviours on a 

network while it is carrying out regular tasks in 

network or system used to identify network 

security threats such as denial-of-service (DoS) 

attacks. Additionally, it helps in determining, 

deciding, and controlling unauthorised system 

activities such unauthorized access, modification 

[1, 24]. There are different types of IDS like are 

host based and network based IDS. 

These range from small networks to large ones to 

some extent. A host based intrusion detection 

system (HIDS) monitors operating system files for 

irregularities and suspicious behaviour on a single 

machine. Comparatively, the NIDS monitors the 

network's connections for unauthorized traffic. 

There are two methods are used for alerting threats 

i.e. signature-based and anomaly-based detection 

[2, 25]. The byte patterns in the network route are 

examined by signature-based IDS. We can consider 

them to be malicious instruction patterns employed 

by malware. As a result, the groups or patterns that 

are discovered in antivirus software are referred to 

as signatures. Attacks for which there was no prior 

pattern are not detectable by signature-based IDS 

[23, 26].  An anomaly-based IDS, it analyses 

network activities and checks for patterns, builds a 

model based on data of the expected behaviours 

automatically so, it finds deviations when there are 

anomalies[3]. The advantage of this IDS is to track 

most recent, undiscovered anomalies or 

cyberattacks like denial-of-services. 

An approach for monitoring and tracking computer 

system events is called intrusion detection. Using 

security data and event-driven monitoring methods, 

it is utilised to detect security issue warning 

indicators. With the swift growth of internet-based 

resources, the number of computing devices and 

users linked to networks has raised enormously. 

These resources empower users and public/private 

sector organisations to access and utilise internet 
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services. There also been countless instances of 

unauthorised access to web services. Common 

services include protocol specific assaults (ARP, 

IP, TCP, UDP, and ICMP), traffic flooding, worms, 

and DoS [4]. Attacks that are protocol-specific take 

use of a particular feature of the target machine's 

installed protocol. SMURF, SYP, and 

authentication server assaults are common protocol 

attacks.  

Technique for addressing the network security 

issue is the IDS. Three categories can be used to 

classify IDS: 

1. Host intrusion detection system (HIDS) 

2. Network intrusion detection system 

(NIDS) 

3. Network node intrusion detection system 

(NNIDS) 

Every computer on the network, as well as other 

areas of the enterprise network the HIDS runs. 

NIDS is only used and meant to control locations 

where the risk of vulnerability is high [22]. NNIDS 

is similar to NIDS, however it works only on a 

single host at once. For intrusion detection, there 

are mainly three approaches:  

      1.Signature based IDS 

      2.Anomaly based IDS 

3. Hybrid of signature and anomaly based IDS 

Signature-based IDS is primarily concerned with 

finding patterns and signatures, then comparing 

such patterns to the recognised fraud signature. 

Anomaly based IDS looks difficult-to-detect 

versions of unidentified signature attacks. Due to 

the rapid evolution of Spyware and an attack 

method, anomaly based IDS employs ML 

techniques to identify reliable pattern of activity 

with novel behaviours [5]. 

ML (Machine Learning) is a subset of Artificial 

Intelligence (AI), where ML improves the system's 

automatic ability to experiment and increases 

learning and prediction without requiring extensive 

programming in accordance with a set of 

algorithms. Additionally, ML algorithms are more 

effective at quickly detecting attacks from a large 

amount of data [6].  A machine learning algorithm 

can be of three different types- 

1. Supervised 

2. Unsupervised  

3. Semi-supervised 

2. Background and Related Work 

Intrusion detection is utilised to detect evidence of 

infiltration on a network and unauthorised access to 

the system. Many researchers have used data 

mining approaches to find intrusions in this 

domain. In this study, techniques for supervised 

machine learning are proposed based on distance 

measurements [21]. Compared to other techniques, 

supervised machine learning techniques outperform 

them in terms of detection rate, accuracy, false 

alarm rate. The performance of the supervised ML 

algorithms in terms of serial execution time is 

superior to that of the other Actions [13]. 

In this paper, author uses several types of well-

known ML-based techniques for classification, 

such as Bayesian Network, Naive Bayes classifier, 

Decision Tree, Random Decision Forest, Random 

Tree, Decision Table, and Artificial Neural 

Network, to detect intrusions and to give services 

in the area of cyber-security [14]. 

An IDS is used to look into malicious activity that 

takes place within a network or a system. Now a 

days connectivity between computers is increasing 

so, intrusion detection essential for network 

security. To protect the networks, many Intrusion 

Detection Systems have been developed with 

statistical and machine learning techniques [20]. 

Accuracy is the primary factor that determines how 

well an IDS performs. To decrease false alarms and 

improve detection rates, accuracy it is necessary to 

enhance intrusion detection. Different methods 

have been used in recent works to enhance 

performance. Main objective of an ID is to analyse 

significant amount of network traffic data. To solve 

this issue systematic classification method is 

required. This methodology considers this problem 

and applies ML methods like the Support Vector 

Machine (SVM) and Naive Bayes. SVM performs 

better than Nave Bayes, according to the results 

[15]. 

Data normalisation or transformation is crucial for 

ML-based IDS to achieve a high detection rate. 

Before training a classification model, it is possible 

to normalise the attributes of the data using a 

number of techniques. Selecting the best 

normalisation approach, however, remains a 

difficult task. In this study, a statistical approach is 

suggested that can help determine which 

normalization technique is best for a given dataset 

[19]. The recommended approach identified the 

normalization method that provides the optimum 
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accuracy for an intrusion detection system. Five 

different datasets with two different feature 

selection approaches were utilised to demonstrate 

the effectiveness of the suggested approach [4].  

In this research, novel attack detection methods 

utilising deep learning techniques is given for 

precisely detecting the attacks by examining the 

smart meter traffic. In order to correctly detect 

attacks, the suggested approach uses various 

multilayer deep learning algorithms that are 

organised in a hierarchical sequence. Using the 

CICIDS 2017 dataset, proposed system's 

effectiveness is compared with hierarchical SVM 

algorithms with feature selection methods and 

simple multilayer deep learning algorithms [16]. 

This research aims to examine if deep learning 

algorithms are appropriate for an anomaly based 

IDS. In this study, the author designed anomaly 

detection models based on several deep neural 

network structures, such as convolutional neural 

networks, auto encoders and recurrent neural 

networks. The NSLKDD training data set was used 

for training these deep models and NSLKDDTest+ 

and NSLKDDTest21 test data sets were used to 

evaluate their performance [17]. 

This research provides novel approach using 

service-aware dataset partitioning, which offers 

capability to handle large and quickly expanding 

flexible use of network data enables the classifier to 

enhance classification performance in terms of 

speed and accuracy. To accomplish the best results, 

the widely used Kyoto2016 dataset was employed, 

which is a well-known dataset for highly 

unbalanced data [18]. 

3. Methodology 

This study proposes an effective NIDS based on the 

machine learning techniques. In addition, this study 

provides methods for classifying network traffic as 

threats or normal traffic. Also K-means, Decision 

tree, Random forest, KNN, Multilayer perceptron 

techniques are used in our proposed system. The 

techniques are described below. 

• K-Means  

In order to preserve and guarantee the 

confidentiality of data and information flows 

throughout the process they access, efficient 

NIDSs are required. Identifying the patterns and 

behaviours of network activity is crucial for 

improving the detection of anomalies and illegal 

behaviour and securing the network. When 

performing outlier detection as part of clustering, 

there is a possibility that outliers will end up in the 

normal clusters. Outliers are the points of 

observation that greatly differ from other 

observations, and these are frequently viewed as 

noise that needs to be eliminated.  Outliers could 

also be a sign of the intrusion. The process of 

clustering may get disturbed by outliers that are 

not a part of a larger cluster as they might be 

excluded from the process of clustering, mixed in 

with the usual data, and could make the grouping 

less precise. A significant percentage of false 

alarms is also likely to be produced by anomaly-

based detection utilising K-Means clustering. 

There may be a large percentage of false positive 

and false negative warnings, where false positive 

means unusual behaviour that is not intrusive but 

is reported as and false negative refers to a 

situation in which intrusive anomalous activities 

are flagged as non-intrusive. IDS design may 

become unreliable and inefficient due to a high 

false alarm rate. 

This is the main issue with anomaly-based 

intrusion detection, which is regularly monitored 

and attempted to be reduced utilising a number of 

techniques and approaches. Thus, it appears that 

the current anomaly detection based method using 

the K-Means clustering technique suffers 

from number of major unresolved issues, 

including the locally optimal issue the outlier 

detection problem, the high false alarm rate, the 

cluster K determination problem, the data overload 

problem. 



International Journal of Intelligent Systems and Applications in Engineering                                    IJISAE, 2024, 12(4s), 136–146 |  139 

   

 

Fig 1: General working principal of K-means clustering algorithms 

In order to optimise the detection rate and lower 

the false alarm rate needs both enhancement and 

minimization, which is a challenging feature. The 

K-Means Clustering integrated machine learning 

algorithm is being used in this study to enhance 

the current K-Means clustering methodology 

employed in the Anomaly Based Detection (ABD) 

method.  

• Decision Tree 

Using a decision tree, you can classify objects, that 

employs the divide and conquer method. Decision 

nodes and leaf nodes forms a decision tree, in 

which class value is represented by a leaf node, 

and the decision node describes a test over one of 

the features. Every route follows rule from root 

node to leaf node. Error in classification is the 

main performance metric for decision trees. The 

percentage of incorrectly classified cases is used to 

measure classification error. 

 

Fig 2: General working principal of decision tree 

 Large training data sets are frequently used in 

practise, which increases the number of branches 

and levels in the decision tree that is produced. 

The classification accuracy of a decision tree is 

significantly decreased as the number of class 

categories increases. Different algorithms, 

including ID3, J48, FT, BFTree, LMT, and many 

others, can be used to create decision trees. We 

used the J48 algorithm for our study since it has a 

higher accuracy rate Quinalan first introduced the 

J48 algorithm in 1993. 
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Pseudo code for C4.5 (J48) algorithm 

 

• Random forest 

 Random forest refers to a group of unpruned 

classification or regression trees. Among the 

existing data mining techniques, it has the highest 

accuracy, particularly for large data sets with 

numerous features. 

Many classification trees are created using a 

random forest. Applying a tree classification 

technique, every tree is constructed using a unique 

bootstrap sample taken from the original data. 

After the forest formed each tree in the forest is 

given a new object that needs to be classified and 

placed there for classification. Each tree casts a 

vote indicating its choice for the object's class. The 

class that receives the most votes for the object is 

selected by the forest. To obtain an unbiased 

estimation of the test error in the random forests 

algorithm, cross-validation or a test set are not 

required.  

 

 

Fig 3: General working principal of Random Forest Prediction 

It employs proximity to identify outliers in the 

data that are generally small. Most helpful tool of 

the random forests algorithm is the proximities.  

All of the dataset's instances are placed under each 

tree in the forest after it has been created. The 

proximity between k and n is raised by one if they 

are on the same leaf of a tree. The proximities are 

finally normalised by dividing by the total number 

of trees. 
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• K-Nearest Neighbours  

KNN is an algorithm for supervised ML which is 

used to solve both classification and regression 

issues. All labelled samples require any pre-

processing of all labelled samples before their 

use. The algorithm makes use of "feature 

similarity" to forecast the values of new data 

points. An unclassified input sample vector y is 

matched with its closest neighbours x. as part of 

the method. This idea can be extended to the 

nearest neighbours. The closest distance becomes 

the decisive criterion when the number of nearest 

neighbours between classes is equal. Of course, 

this could still result in equality, therefore it's 

about creating a task for the last gathering with 

individuals who will be impacted by equality. We 

opted the Euclidean distance, which is defined as 

follows, out of the several distance metrics. 

𝐷 = √∑ (𝑋𝑖 − 𝑌𝑖)2𝑛
𝑘=1                                (1) 

Better accuracy depends on selecting the right k. It 

depends on the learning data set. After executing a 

number of tests, we decided on the value of k=1, 

which provides the best outcomes. 

 

Fig 4: General working principal of K-Nearest Neighbours Algorithms 

• Multilayer Perceptron 

Three main components make up a neuron: 

nucleus, dendrites, and axons. An ANN is used to 

solve complex issues, and each of these parts is 

taken into consideration. The nervous system's 

network, (i.e. neural network) is a complex 

structure for solving problems that is made up of 

billions of neurons. It is possible to use algorithms 

to solve complex and challenging issues that 

emulate the behaviour of this natural system. A 

group of neurons can be utilised to recognise 

patterns and categorise information while a single 

neuron performs weakly in making decisions. An 

ANN typically consists of the several components 

shown in Figure 5. The output of an ANN is 

produced in each section by the interaction of 

multiple artificial neurons. 

As depicted in Figure5, it consists of three 

different types of layers- input, output, and hidden. 

In input layer input signals are received for 

processing. The output layer performs the 

necessary tasks, like prediction and classification. 

Arbitrary number of hidden layers that are 

positioned in between the input and output layers 

make up the MLP's computational engine. In 

MLP, the data flows forward from the input to the 

output layer, similar to a feed-forward network. 

The MLP neurons are trained using the back 

propagation learning algorithm. 
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Fig 5: General working principal of Multilayer perceptron (MLP) 

3.1 Dataset  

The KDDCUP'99 dataset is the largest and most 

complete dataset that is commonly utilised in 

research and development of machine learning-

based IDS.  

The KDDCUP'99 dataset's classification of the 

attack types is initially grouped into two categories 

of connections: normal traffic and attack 

connections. In addition, the attack linkages are 

divided into 4 different categories, namely: 

• DoS (Denial of Service): This attack 

which aims to overflows networks with 

specific data packets in an effort to shut 

down network services. 

• Probe: This attack designed to monitor 

activity and search for information about 

possible vulnerabilities from a specific 

network address.  

• R2L (Remote to Local): This attack used 

to get unauthorised remote access to a 

specific network address.  

• U2R (User to Root): This attack used to 

extend user access rights to superuser or 

other levels of privilege. 

Each of these four attack types is divided into a 

number of sub types. Table1 provides a summary 

of the entire attack classification. 

Table 1. Attacks classification in KDD’99 cup dataset

 

4. Experimental Results and Discussion 

This section includes, using KDD CUP99 dataset, 

we analyse our method's performance for two 

classification tasks (normal traffic vs. threats). 

Finally, a comparison of the K Means, Decision 

Trees, Multi-Level Perceptrons, Random Forest, 

and KNN classification algorithms is given. To 

determine the effectiveness of the proposed system, 

we conducted a number of experiments. For the 
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implementation of our model, we employed Python 

and TensorFlow. On a 64-bit Windows machine 

with 12th Gen Intel(R) Core(TM) i3-12100 3.30 

GHz all of our experiments were carried out. For 

the purpose of our assessments, we made use of the 

KDD CUP99 dataset (which is mentioned in 

Section 3). This dataset is used as a benchmark in 

NIDS. Additionally, using this dataset makes it 

easier to compare results with recent methods and 

research. 

We examined the effectiveness of our strategy 

using various performance metrics. Out of the total 

samples, accuracy determines how many 

classifications were accurate. Precision, recall, f1-

score, and accuracy are calculated as described 

below to compare the potential of different 

classifiers.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑒𝑠
                                                        (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                               (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                               (4) 

𝐹𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                (5) 

Table 2. System Performance using the KDD CUP99 dataset 

 

 

Fig 6. Performance matrix based on different classifiers 
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Fig 7. Results of accuracy performance comparisons between several machine learning-based methods 

To evaluate the performances of each classifier 

based IDS model, Figure 6 and Figure 7 show the 

comparison of accuracy, precision, recall, and f1-

score, respectively.  

5. Conclusion  

With the use of machine learning, we successfully 

developed a network intrusion detection model 

which applies to a real network. The developed 

model that is used with IDS performs effectively in 

identifying attacks on a real network. Results from 

the experiment on a number of categorization 

models show that K-means provides the best 

results. With the KDD CUP99 dataset, the 

proposed method for network intrusion detection 

has high accuracy. To show how the proposed 

NIDS system outperforms the existing systems, we 

have compared it to state-of-the-art methodologies 

and analysed it using several performance metrics. 

This work can be extended to find dynamic 

intrusions on live network traffic. 
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