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Abstract: DDoS attacks have never been easier than they are today, thanks to the advancement of technology and the widespread 

availability of the internet. The primary goal of a DDoS assault is to shut down or disrupt any internet services that could be using the 

victim's computer. There are a variety of reasons why it may be done, including personal gain, professional advancement, and political 

gain. Recent attacks include the largest ever packet per second DDoS attack on Akamai servers, the attack on Amazon, and the strikes on 

the US Department of Health and Human Services website One can use SDN and Blockchain to verify a legitimate IP address, and 

Blockchain can be used to store a legitimate user in a trust list with the support of a complicated architecture made up of several helper 

Blockchains. This research presents three possible network topologies that integrate the usage of Blockchain technology with software-

defined networking for the prevention of DDOS attacks. 
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1. Introduction 

Over the previous decade, networking concepts have stayed 

mostly constant. Switches and routers of varying 

sophistication are used to build networks [1]. There are tens 

of companies developing these devices, and they all use 

proprietary operating systems and interfaces [1-2]. A 

business must engage a specialist for each router brand to 

build a heterogeneous network. Configuration errors are 

more likely to occur when multiple systems are configured 

at the same time. Heterogeneous networks can be difficult 

or expensive to administer due to the incompatibility of 

multiple systems from the same vendor. To make network 

systems more flexible, dynamic, and easier to administer, 

new technology is needed. These requirements could be met 

by programmable networks, i.e. Software Defined 

Networking (SDN). SDN [3] has the potential to displace 

conventional networking. One of the main goals of any data 

plane device, such as a switch, is to only forward traffic if 

certain rules stated in the control plane are followed. 

Network managers will no longer have to rely on data plane 

device suppliers to manage their networks. SDN control 

planes now manage all network devices, allowing 

applications to view the network as a unified logical entity 

[4]. In this way, software that controls the flow of network 

traffic can access the upper layer of the network [5]. 

Network attacks are likewise evolving in step with the 

advancements in networking technology. DDoS attacks, 

which aim to take down a website or service, are a real threat 

today. A distributed denial-of-service (DDoS) attack aims 

to prevent a network or server resource from being used as 

intended [6]. Defending against this assault is a challenge 

since the attacker is rarely traced back. As early as 1995, 

Strano Network [7] launched a DDoS attack against French 

government websites. By refreshing their browsers, users 

were able to carry out this attack. Several more or less 

sophisticated DDoS assaults have occurred since the 

original one. As of the third quarter of 2014, the average 

DDoS attack bandwidth had risen to 13.93 Gbps from 2.88 

Gbps in the third quarter of 2013. There were 17 attacks with 

more than 100 Gbps of bandwidth [8]. DDoS attacks, 

despite the many proposed detection systems and mitigation 

measures, are not yet a solved problem or a major threat to 

the existing Internet [9]. 

It is still in its infancy when it comes to SDN research and 

SDN security. DDoS attacks will not be eliminated by the 

SDN [6-7]. Every new technology and level of abstraction 

brings with it a new set of attack vectors. A software-defined 

network (SDN) has many advantages [8]. Several studies [7] 

are examining DDoS attack pathways and mitigation 

approaches in SDN setups. As part of our study, we want to 

investigate DDoS attacks and the development of a novel 

DDoS attack mitigation system. We believe SDN provides 

us with a new and powerful instrument to counteract DDoS 

attacks: DDoS assaults can be detected and mitigated by 

networks that are more adaptive and easier to manage. SDN, 

on the other hand, introduces a slew of additional security 

concerns. SDN security research is still in its infancy, and 

much remains to be discovered. All the research groups are 

devoted to strengthening network security by leveraging 
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SDN as a means to secure all of these planes of 

communication, which is our goal as well. A unique DDoS 

mitigation approach based on the advantages of Software 

Defined Networking will be developed as a result of our 

research [10]. New ways of DDoS mitigation for future 

networks can be created by combining existing detection 

methods with SDN management [8-10].  

This study was able to tell current attacks apart using three 

different sorting criteria. The first is a vulnerability that has 

been exploited. Semantic or brute-force attacks can be used 

in response to this condition. Program attacks, or semantic 

assaults, abuse a feature or implementation of a protocol or 

application to get access to sensitive data. TCP SYN flood 

is the simplest example [11]. Known as "flooding attacks," 

brute force attacks generate a lot of traffic that appears to be 

legitimate. The legitimacy of the source address is the 

second requirement [12]. Packets emerging from the assault 

traffic can have a real or fake source IP address. Because 

packet modification functions are not available or the attack 

requires certain request/reply exchanges, such as the 

Slowloris attack [13], attacks using legitimate IP addresses 

are utilized. In most cases, faked IP addresses are used as 

the source of attacks [14]. Using a faked IP address prevents 

victims from being able to identify and block the source of 

the attack. Any genuine server might be used to mirror these 

attacks. The final criterion is whether or not the subject can 

be characterized [15]. Attack traffic may or may not be 

identifiable. The traffic may be identifiable, but it may not 

be filtered [14].  

Building and administering computer networks follows a 

basic principle that hasn't altered much since the days of the 

early adopters [10]. As far as communication service 

providers (CSPs) were concerned, the most important thing 

was to provide a single service – whether that service was a 

voice, video, or data access. Customers of single-service 

connections can be reached by cable or radio towers 

installed by CSPs. Changes in service demand and changes 

in the OSI model have increased CSP infrastructure. To 

provide a wide range of services to clients, it was required 

to expand the physical infrastructure (voice and data, voice 

and video, etc.). 

 

 

Fig 1. DDoS attack [11] 

This model was quickly discovered to be unsustainable. 

Thus, layer 2 virtualization, such as Asynchronous Transfer 

Mode, was developed by the industry (ATM). New 

technology enabled CSPs to provide several services over 

the same physical infrastructure [12]. 

The next service that users requested was Internet access. 

To take advantage of the already established infrastructure, 

a new virtualized layer has to be added on top of the already 

existing layer 2. IP connectivity was provided to clients by 

CSPs without increasing infrastructure expenses. With their 

infrastructure speeding up and capacity increment, the CSPs 

became predominantly Internet service providers in the late 

2000s (ISPs) [13]. 

It is tough to administer, complicated, and highly 

proprietary depending on the vendor of the networking 

hardware in use in today's networks. Increased demand for 

bandwidth, scaling, huge data transfers, and dynamic 

architecture changes are putting fresh pressure on ISPs [10]. 

To respond to these demands while maintaining a 

sustainable infrastructure and keeping prices down, more 

enhanced technologies on the top layers of the OSI model 

are required. The technologies of programmable networks 

appear to be the answer to these consumers' and providers' 

expectations. Computer networks underwent a paradigm 

shift in the early 1990s with the advent of programmable 

networks. Flow control is abstracted from network hardware 

by software in programmable networks. With this 

abstraction, re-configuration of the network is made easier 

[8]. A common API means that network administrators are 

not tied to a single network hardware vendor [13-14]. 

As a result of these changes, network costs will be reduced, 

network resources will be more dynamically allocated, 

transparency will be boosted, and privacy and security 

technologies will benefit. In the next paragraphs, we'll 

discuss two of the most common programmable network 

technologies [15]. Both SDNs and NFVs (network function 

virtualization), are briefly discussed in this article (SDN). 
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SDN and NFV aren't competing for technologies; in fact, 

they're best served by collaborating. New technologies bring 

with them new ideas for network planning and management. 

Data plane virtualization may benefit from the NFV 

technology that SDN uses for network virtualization. SDN-

based network management, on the other hand, could aid 

NFV implementation [16]. 

1.1. Software Defined Networking 

Software Defined Networking (SDN) is another area of 

interest in programmable networks. Because of the 

increasing need for scalable and adaptable networks, SDN 

has been reawakened, particularly in data centers. In 1996, 

[17] introduced the basic concept of SDN. SDN, on the other 

hand, has recently piqued the interest of academics as well 

as business leaders. 

In total, there are three layers to this puzzle. The data plane 

is the lowest layer of infrastructure. Simple network 

equipment, such as switches, make up this plane. These 

switches lack features that would make them easier and 

cheaper to use. When the flow table defined from the control 

plane using the southbound protocol is used, only incoming 

packets are dropped or forwarded accordingly. SDN's 

OpenFlow protocol [19] was deemed its initial standard. 

The data plane devices can be accessed and manipulated. 

Even though OpenFlow is not the only protocol available 

(e.g., XMPP [20]), it is regarded as a standard and is 

supported by numerous firms in their SDN-ready products. 

The control layer sits on top of the data plane, above the 

network devices. It connects the applications at the top of 

the architecture with the network devices at the bottom. An 

SDN controller serves as the "brain" of the control layer [17-

20]. Through open interfaces, the controller gives apps 

access to the underlying network while still providing them 

with a centralized view of the network. Commercial and 

open-source controllers can be found [17-18, 20]. 

Applications that manage and secure the underlying 

network could make up the higher layer. The controller or 

the northbound API of the controller can be used to connect 

with the apps. All network information is stored in one 

place, so the controller has access to this data. There are 

northbound APIs in the controller that allows applications 

to configure and upload records into data plane flow tables 

based on the above information. 

 

 

Fig 2. SDN Framework [21] 

1.2. Network Functions Virtualization 

A new network technology called Network Function 

Virtualization (NFV) is in the works (NFV). Network 

services are being migrated from proprietary hardware to 

the cloud as part of this initiative. NFV has three primary 

goals: using software-only solutions to reduce hardware 

costs, maximizing the utilization of a single network for 

different applications, and creating more dynamic 

networks[22]. Several network operators' whitepapers [23] 

outlined the major concepts. It's a fundamental principle to 

segregate network functions from specific hardware. 

Network equipment like routers and firewalls might then be 

replaced by virtual machines that provide the same services. 

If this is the case, adding additional network functionality 

could be done without the need for a new network device to 

be connected. On industry standard high-volume servers 
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and switches and storage, consolidation of network 

equipment is depicted in Figure Members of the ETSI1 

Industry Standardization Group for NFV are proposing 

research and specification of this technology. 

Telecommunications and information technology (IT) 

companies are represented among the group's members 

[24]. The first part of the NFV definition was completed by 

the end of 2014. Documents explaining NFV security, for 

example, can be found at [25]. Furthermore, the Open 

Platform for NFV was established [26]. NFV ISG, an ETSI-

affiliated open-source group that aims to speed up the 

development of NFV, is the driving force behind this new 

open-source project. 

2. Background Information: in the Context of 

Literature Investigation 

2.1. Recent Examples 

Before going into detail on how DDoS assaults are currently 

detected and mitigated, let's take a look back at some of the 

more notable attacks from the past few years. We chose the 

Spamhaus DDoS attack, as well as DDoS strikes against 

Czech organizations. Spamhaus was the target of a DDoS 

attack in 2013 that peaked at over 300 Gbps [27]. So far, this 

was the largest wild animal attack. The assault was reflected 

by DNS servers that had been incorrectly set up. 

Taxonomists classified it as a type of application attack 

because of the spoofing of the source IP address. However, 

at this level of traffic, neither the exploited vulnerability nor 

the potential for characterization matters. This attack took 

the use of a flaw in the DNS server [28]. Since it was first 

documented several years ago, this "vulnerability" remains 

an outstanding topic. Since then, the attack's focus has 

changed. Spamhaus was the target of the initial attack. 

CloudFare's mitigation technology shifted the attack to their 

network, where it was more intense. Finally, the attacker 

targeted the bandwidth providers used by CloudFare. In the 

last phase, more than 300 Gbps of traffic was detected. This 

rate of attack impacts not just the victim's network, but also 

non-Spamhaus sites that use the crowded infrastructure to 

communicate with each other. A second example is the 2013 

DDoS attack on different Czech Republic institutions. 

Online media, banks, and telecommunications companies 

were all targeted throughout the four-day assault. The attack 

had a peak throughput of one gigabit per second. It was a 

smaller attack than Spamhaus, but administrators in the 

Czech Republic had a difficult time dealing with it. TCP 

SYN flood assault was reflected as well, however, this was 

much easier to detect an attack. Taxonomically it was a 

brute-force attack with a faked source IP address, as defined 

by the taxonomy Reflectors on the Internet are crucial to the 

success of reflected attacks. used as a mirror on any device 

that is linked to the internet. Even though honeypots are 

designed to make the Internet a more secure place, they have 

been abused as very specialized and effective reflectors. 

place. BCP38 [29] discusses how to stop attackers from 

faking IP addresses in the same way as recursive DNS 

servers do. By removing BCP 38 from the Internet of 

Things, A mirrored DDoS assault could include your brand-

new refrigerator. ATMs and credit card readers were also 

knocked offline as a result of these attacks. To keep track of 

DDoS attacks around the world, they've set up a digital map 

[26-28]. 

2.2. Mitigation of DDoS attacks 

DDoS defense is a difficult problem to solve. Identifying 

whether the attack saturates the victim's Internet connection 

or overloads its servers is critical from a DDoS mitigation 

perspective [1-4]. There may be no choice but to move your 

mitigation closer in order to protect yourself from an 

overwhelming attack. While this can be done with the help 

of many network administrators, it does so only if they are 

all working together [2-3]. As a result, Internet service 

providers (ISPs) stress the need for network neutrality and 

to avoid interfering with traffic. An organization's 

mitigation strategy, incorporating DDoS protection 

systems, can be used to neutralize other DDoS attacks [17, 

18, 21, 22, 25, 27]. However, these mitigation solutions are 

frequently constrained to a perimeter device, such as a 

firewall, which quickly becomes a bottleneck in terms of 

performance. It is challenging in today's networks to 

distribute this load among all devices in the business that 

can filter traffic. Software Defined Networking (SDN) 

offers a way to improve this [11, 17, 19]. 

A third-party organization can also mitigate both threats. 

DDoS protection services are available from several 

commercial providers like Incapsula, Prolexic, CloudFlare, 

and Radware. There are three parts to minimizing the impact 

of an attack. There are several ways to mitigate the effects 

of a distributed denial of service (DDoS) assault. Second, 

the mitigation firm's scrubbing center filters traffic. After a 

while, only routine user traffic is sent to its final destination 

with a minimal amount of delay. 

2.3. DDoS Mitigation and Security in SDN 

SDN security is a focus of our investigation. Currently, 

security research in SDN is focused on OpenFlow and the 

SDN architecture. You may find an in-depth analysis of 

current research in [12]. The concerned SDN layers' security 

research was covered till the autumn of 2013. As a result of 

the study, it was found that researchers were working to 

improve network security and OpenFlow protocol, for 

example, through an assessment of OpenFlow 

vulnerabilities [13] and a study of SDN's overall security 

[14]. DoS attacks are becoming more common, and security 

analysis is focusing on control-data plane concerns rather 

than on application-control plane vulnerabilities, according 

to the researchers [12-17]. 
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SDN design difficulties, their remedies, and network 

security advancements are the focus of more research. This 

topic has been explored in depth in several studies [2, 21, 

22, 31-43] It is proposed to improve network and 

application security. SDN-enabled networks could benefit 

from a security solution based on a hybridization of 

traditional and SDN methodologies. OpenFlow-enabled 

networks can be traced back to anomalies [18]. It is found 

that traditional networks face many difficulties in detecting 

and mitigating DDoS attacks.   

SDN was offered as a new mitigation strategy for DDoS 

attacks [31-37]. Various techniques are incorporated along 

with SDN such as decision tree [38], forward feature 

detection [39], and Unsupervised online anomaly [40], 

which are used to improve the DDoS attack detection 

capacity of SDN. The detection and mitigation of DDoS 

attacks are implemented using self-organizing map [41] is 

used. An SND-based controller is used for the detection and 

prevention of DDoS attacks in a smart grid [42]. Several 

other techniques such as collaborative approach [43], 

wavelet-based transform and CNN [44], and programmable 

switches [45] are used to improve DDoS attack mitigation.   

Data plane security is the primary topic of the first section. 

The safety of communication between SDN planes is the 

focus of the second study topic. The third is focused on the 

safety of the plane's controls. The fourth area is the focus of 

our investigation. Security enhancements and the creation 

of SDN-enabled technologies are covered. 

3. Methodology 

Definite Framework 

For the detection and mitigation of DDoS assaults, we 

believe SDN is the right platform. 

It's a known fact that DDoS attacks are a problem, and 

several mitigation strategies could help reduce the 

frequency of attacks. No doubt that this issue needs to be 

addressed in the future as well as in current networks. We 

feel that adopting SDN for DDoS detection opens up new 

avenues. SDN ensures dynamic and configurable networks. 

They'd be able to respond to changes in packet forwarding 

more quickly and effectively. Despite its rapid  

development, SDN is still a relatively new field [7, 8, 27, 

21, 12]. 

Objective 

The following are the framed objectives of the proposed 

work:  

• To evaluate the performance of SDN with respect to 

traditional network  

• To investigate the SDN-specific security vulnerability 

4. Experimental Set 

The proposed DDoS attack detection framework based on 

SDN is tested using Mininet 2.2.2 and the network 

configuration is shown in Figure. The testbed's hardware 

requirements are as follows: 8 GB DDR4-2400 MHz RAM 

and Windows XP Professional operating system are 

required for Ubuntu 18.04's Ryu controller. S1 serves as the 

edge switch for the experimental network, which includes 

S4, S5, and S7, each of which is connected to three hosts, 

each of which has a unique ID number. DDoS attacks were 

conducted from switch s1 to host h15 after Scapy was used 

to inject traffic into the network as background traffic. In a 

regular network, background traffic has an information 

entropy of approximately 0.8. So we ran the simulation 

using Hn(X) = 0.80 and 0.20 as the values for Hn(X). When 

it comes to DDoS attacks, ICMP and SYN flood attacks [24 

and 11] are the most common. Flow entries and information 

entropy are counted in real-time at the edge switch, and 

Wireshark keeps track of the attack port's entropy level. 

 

Fig 3. Architecture of DDos [10] 
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Table: 1. 5_Feature tuple 

Average 

number 

of 

packets 

avg_pkt_num 

Average 

number 

of bits 

avg_pkt_bit 

Growth 

rate of 

port 

Rate_port 

Growth 

rate of 

flow 

Rate_flow 

Growth 

rate of 

source 

IP 

Rate_sip 

 

Table: 2. Data set of flows 

Data Set Flow 

type 

Number of 

flows 

Proportion 

All Normal 

attack  

(69276993)13

920 

1 

Training 

set 

Normal 

attack 

(46184662) 

9280 

2/3 

Test Set Normal 

attack 

(23092331) 

4640 

1/3” 

 

 

Fig 4. Results based on Information Entropy Difference 

(IED) 

 

Fig 5. Result of flow entry parameter 

4.1. Experiment on ICMP flood attack 

An ICMP flooding incident generates a large number of 

packets all with the same destination IP address. In most 

cases, the information entropy difference between the 

destination IP and the source IP is less than 0.2 

The destination IP's entropy differential rises as soon as the 

DDoS attack begins at 20 seconds. Thus, the attack has no 

discernible effect on the quantity of fowl entering. Figure 6c 

shows the outcome as predicted by the edge switch's pre-

detection method. An irregularity in the edge switch alerts 

the controller at 22 seconds [14]. 

As a comparison to a standard centralized system, which has 

a preliminary detection module installed in the edge switch 

for demonstration purposes, we use our cooperative 

detection approach on the control plane even though our 

system does not. Two of the most notable distinctions 

between the two are the availability of real-time traffic 

statistics and the ability to detect unusual attacks. [18].  

 

Fig 6. Preliminary detection result 

 

Fig 7. Flow comparison of attacked port 

 

 

 

 

 

 

 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(1), 173–182 |  179 

5. Results  

5.1. Result Evaluation  

 

Fig 8. Centralized and Proposed scheme with respect to 

packet number 

The proposed strategy's controller CPU use is compared to 

that of a centralized scheme in order to evaluate the 

improvement in controller overhead brought about by the 

proposed method.  

 

Fig 9. CPU utilization (ICMP) 

 

Fig 10. CPU utilization (SYN) 

When comparing our proposed system with the centralized 

one, we utilize a controller that continuously runs the same 

accurate detection algorithm in a polling way on the control 

plane, and the edge switch on the data plane does not 

perform any additional processing of its own 

 

When the app is opened, the controller's CPU use jumps 

considerably, up to 100%. Due to the way the suggested 

technique only begins the detection module when the 

controller receives an anomalous report from the edge 

switch, the CPU occupancy rate is substantially lower than 

in the traditional centralized system when an attack does not 

occur. Additionally, there are: In comparison to the current 

centralized method, the proposed one has a 5 s lower peak 

CPU occupancy rate. Because controller overhead decreases 

as network capacity increases, we use the topology 

represented in Fig. 1 to demonstrate this fact. We were only 

able to test with a network twice the size because of the 

restrictions of the test platform. The network has a tree 

topology with a depth of four and contains 15 switches and 

30 hosts. Only standard traffic is injected into the network. 

The two ways are then tabulated separately in terms of CPU 

consumption. [18]. 

Every five minutes during the 65-minute statistical period, 

an average CPU utilization is taken for comparison. It 

demonstrates that the proposed technique can reduce the 

controller's burden even further as the network grows in 

size. As the network expands in size, our framework's 

advantages in controller overhead will become more 

important. 

6. Conclusion 

SDN-based cooperative detection of DDoS attacks using 

entropy and ensemble learning is proposed in this study. The 

preliminary inspection module is put on the edge switch in 

the data plane to collect real-time information on network 

traffic, using the rapid detection technique. In the event of 

an anomaly, the controller will be notified. The control 

plane's attack detection module uses a random forest method 

and a five-element feature group to identify unusual 

communications. If attack traffic is detected, the controller 

immediately sends a dropping packet command to the edge 

switch through a flow table update, stopping the attack in its 

tracks  

 

Fig 11. CPU utilization of the controller in the larger scale 

network 
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completely. During this new cooperative arrangement, some 

of the detection tasks were transferred from the control 

plane to the data plane. DDoS assaults can be detected using 

our method's simulations of ICMP and SYN food attacks, 

according to the results. When a network grows in size, the 

controller's CPU use can be reduced and the period of peak 

CPU utilization can be shortened simultaneously.  
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