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Abstract: The second most commonly affecting disease among males across the world is prostate cancer. The occurrence of prostate 

cancer has shown significant variation across the world. Many countries have done extensive study on the distribution of the disease and 

its   characteristics to find the vital parameters and methods that could enable timely and precise diagnosis and therapy.Thisincludes the 

analysis of information obtained from different methods in decision making. Most commonly blood tests to find PSA levels is the primary 

test which is generally followed by MRI guided biopsies. In this study, application of computer aided diagnostic method is implemented 

and the outcomes are analysed with the intention that the use of AI would reduce the subjectivity of the findings at large. Use of Artificial 

Intelligence in cancer diagnosis help for early diagnosis, treatment and monitoring enabling remote access to experts. Functional imaging 

techniques when combined with CT or MRI scans should facilitate quick diagnosis times to allow for rapid response and treatment. 

However, positron emission tomography, when used for prostate cancer imaging, still relies on manual contour drawing and feature 

extraction to pinpoint tumour location. This process can take up to several days.  

In this paper, an attempt has been made to streamlinethe process by performing automated tumour location pinpointing using image 

processing techniques. We have also used machine learning techniques and compared the results to automatically diagnose the tumour as 

benign or malignant. The back propagation method, Support Vector Machine approach and Convoluted Neural network models have been 

performed.  

The automated process with specialist oversight may allow and enable faster response time and more effective treatment enabling computer 

assisted diagnostic approach facilitating both the qualitative and quantitative aspects. 
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1. Introduction 

The second most frequent cancer to affect men is prostate 

cancer [1]. In the year 2020, the number of new cases of 

prostate cancer globally was 1,414,259 which caused 

375,304 deaths. Prostate cancer comprises of more than 

7% of all cancers cases and it is the most diagnosed 

malignancy in males in 112 countries. The risk of cancer 

increases significantly after the age of sixty[2]. Prostate 

cancer is a slow progressive cancer and the small tumors 

can be not easy to detect. Early diagnosis is through a 

digital rectal exam where a physician is able to feel the 

back of the prostate gland for any nodules present. The 

presence of prostate-specific antigen (PSA) in the blood is 

also tested. However, prostate cancer sometimes does not 

exhibit elevated levels of PSA [3]. Hence, this type of 

diagnosis is sometimes faulty,and a biopsy is required for 

confirmation[4].  Various imaging methods are used to 

determine the spread of the cancer like PET, MRI, 

Ultrasound, etc. Positron emission tomography (PET) 

scanning images the functional activity of the body and its 

organs.  

A short-lived radioactive isotope (fluorodeoxyglucose 

(FDG)) is used as a tracer which gets metabolized by the 

body [5][9]. The tracer appears concentrated wherever the 

body displays high cellular or metabolic activity. 

Abnormal spots of activity in the scan usually indicate 

disease, namely cancerous activity. These areas of high 

activity are revealed as bright spots on a PET scan. 

PET scans tend to be blurry and lack comprehensive 

anatomical information since they are used only for 

functional activity imaging. A CT scan or an MRI scan, 

on the other hand, has detailed anatomical information. 

Combining both yields a scan that has sufficient 

information for a clinician to locate the area of disease [6]. 

Using a PET scan, a physician has to manually extract the 

region of interest which is time-consuming and erroneous. 

Benign and malignant tumors are difficult to discern. An 

efficient automated method to detect, draw boundaries 

and classify tumours from PET scans was required[7].  

 

 

_________________________________________________ 
1 Ramaiah Institute of Technology, Bangalore, India 

prabharavi@msrit.edu , c_k_narayanappa@msrit.edu , 

mdnandeesh@msrit.edu 

mailto:prabharavi@msrit.edu
mailto:c_k_narayanappa@msrit.edu
mailto:mdnandeesh@msrit.edu


 
International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(4s), 193–201 |  194 

2. Literature Review 

Standard Uptake Value (SUV) gives the measurement of 

the tracer uptake in a lesion normalized to a distribution 

volume, which has been a predominantly considered 

factor to determine if a region is malignant or benign. 

Understanding of Multi-modal imaging in evaluation of 

tumor response to therapy and accurately identifying the 

diseased region with high resolution is considered.  

Clinical utility of 18F Choline instead of Fluoro-deoxy-

glucose (FDG) for imaging the metastasis staging of high-

risk prostate cancer was observed. 

Segmentation methods used to obtain the Region of 

Interest (ROI) were Otsu’s thresholding, graph-based co-

segmentation, and active contour methods which required 

manual specification of the threshold value through the 

histogram analysis. Hence, the need for automated 

segmentation and classification of the tumor based on 

various parameters was observed [8][10]. 

Requirements are : 

• PET images [28]. 

• MATLAB Software Tool 

 

3. Methodology 

3.1 Overview: The methodology involved: 

1. Identifying open-source PET images and PET images 

from hospital. 

2. Manual classification of PET images. 

3. Segmentation and feature extraction of PET images 

4. Automated classification using Back propagation 

support vector machine & convolutional neural network 

models. 

5. 3D Model reconstruction 

6. Development of Graphical User Interface for computer 

aided diagnosis(CAD). 

7. Pseudo coloured Image of ROI  

 

The RGB image is first converted to Gray scale image. 

The conversion is for the advantage of having only one 

image layer of 0 to 255. The complexity of the processing 

technique is simplified. Thus, obtained threshold values 

of the Grayscale image is processed for feature extraction. 

The mean, standard deviation ,entropy , region of interest 

and area were the features considered along with standard 

uptake value and decay factor which are vital parameters 

in nuclear imaging .With these feature values obtained , 

the three methods namely ,back propagation method 

,support vector machine model and convolutional neural 

network model-based classification is obtained. Finally, 

the analysis of the classification were carried out 

subjecting to receiver operating characteristics curve, 

confusion matrix an d accuracy of the three methods.  

The edge detection using Sobel mask is done and then 

pseudo color image processing was executed. This step 

was with the intention to provide visual clarity of the 

abnormality boundaries. The inclusion of 3D 

reconstruction was implemented and displayed along with 

that of the graphical user interface is to enhance the visual 

perception of the abnormality region. 

Steps Involved in the proposed methodology is 

schematically represented in figure 3.1 in order 

comprehend the connectivity of each step involved in the 

process. It shows the flow of work planned and executed. 

The radiation pulses count number is obtained by the 

computer during a preset time periodwas presented in the 

video screen as a spot. Its intensity is displayed in shades 

of Gray. Black represents no activity (zero counts) and 

white indicates the maximum count level [11].  

 

3.2 Dataset: About 900 slices of PET images on prostate 

cancer was used from open data set to train and test the 

working of algorithms. The archived patient data set 

obtained from the hospital was considered as input data 

set for classification. An archived PET dataset of 10 

patients was used for implementation. The dataset 

included 619 slices of each patient with the tumor cells 

present in some of them. The patients received an 

intravenous (IV) radioactive antibody injection on the first 

day. Imaging took place in two sessions, 24 or more hours 

apart. Here the images were carefully screened for 

selecting the slices of the prostrate area as ROI , if the 

patient data is a whole body scan.  

 

3.3 Implementation 

The methods used to segment the region of interest were 

negative transformation, contrast stretching and 

thresholding. Segmentation was followed by feature 

extraction. Features such as mean, standard deviation, 

region of interest, area, entropy, standard uptake value, 

decay factor, highest pixel intensity and lowest pixel 

intensity were extracted [12][13]. 

P value and box plots were plotted to distinguish between 

benign and malignant groups. Classification was carried 

out using back propagation and support vector machine.  

Receiver operating characteristic curve and confusion 

matrix are plotted. A convolutional neural network 

(AlexNet) was implemented for automated 

classification.3D reconstruction was carried out using the 

Volume Viewer. Rendering editor component was used to 

isolate the structures of interest and to make other layers 

transparent.  Finally, using various heat maps, the data 

was viewed as an isosurface or a maximum intensity 

projection [14]. 



 
International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(4s), 193–201 |  195 

 
Fig: 3.1 Schematic Representation 

 

3.3.1 Step 1: Segmentation 

PET scans are RGB images. To reduce the amount of 

data present in the image and for easier processing, the 

image is converted to grayscale [15]                                                   

Fig 3.2: RGB Image & its Gray 

 

To detect the boundary of the tumor and separate it from 

the background of the image, segmentation was 

implemented [16][17].The image was first negatively 

transformed before any further processing to clearly 

demark the only light tumor area in the dark image. The 

output image was obtained by subtracting each value of 

the input image from the highest Gray level present. The 

resulting image helped in identifying the darker regions of 

highest SUV uptake value indicating a region of interest 

[18]. 

 

  
Fig 3.3 Negative transform & contrast stretched image 

 

To further increase the contrast of the image and make the 

region clearer, the original Gray levels were stretched 

linearly taking the histogram as reference. Low intensity 

pixels were retained [22]. 

The mathematical representation can be shown as: 

𝑔(𝑓) = 𝑎𝑓 + 𝑏 

Where: 

 g is the image after contrast stretching 

 f is the input Gray scale image 

 a is the slope 

 b is the intercept 

The histogram of the original PET image was studied and 

any value above 150 was made to be 65535 using a slope 

of 203 and an intercept of 0. Low intensity pixels were 

retained [19] [20].ROI is selected. Thresholding-based 

PET image segmentation was performed to obtain the 

highest uptake region, which is usually smaller than the 

background areas. Since all the high intensity levels were 

made 65535 in the previous step, the threshold was kept 

as maximum Gray level-1 (65534). 

For any grayscale value above or equal to the threshold 

value, the pixel was changed to white. Anything below the 

threshold value, it was made to be 0 to obtain a binary 

image. 

 

 
Fig 3.4: Segmented & Thresholded Image 

 

 
Fig 3.5: Edge Detection of the Segmented Image 

 

Since a boundary of the tumor was needed, the pixel wise 

gradients in the smoothened image were calculated by 

applying the Sobel operator. The gradient in the x and y 
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direction was approximated by applying the Sobel 

operator kernels [21]. 

Sobel horizontal operator is given by: 

 

𝐺𝑋 =  [
−1 −2 −1
0 0 0
1 2 1

] 

 

Sobel vertical operator is given by: 

 

𝐺𝑌 =  [
−1   0   1
−2 0 2
−1 0 1

] 

 

2D convolution operation was carried out and the  

response was maximum where a line is detected [23]. 

For better visualisation of the tumor, pseudo-color image 

processing was used.  All the Gray levels with intensity 1 

were changed to red. Finally the result of the segmentation 

procedure shows a red area, indicating the tumor. 

Color is assigned for the pixels in the resultant image. It is 

done based on the plane-by-plane basis. Best intensity 

slicing is when slicing is done based on physical 

characteristics. 

 

Fig 3.6: Highlighted Tumor Area &  Highlighted Tumuor 

Boundary 

 

3.3.2 Step 2: Feature Extraction 

Step 1 processing and segmentation was carried on both 

the benign and malignant tumour image datasets. The 

following statistical feature values along with SUV were 

obtained to differentiate between the two datasets. The 

statistical values obtained for the abnormal area with 

respect to benign and malignant were significantly 

varying and so was the SUV , which showed that these 

selected features were able to differentiate the 

abnormality as benign and malignant.  

 

Table: 3.1 

FEATURE BENIGN MALIGNANT 

Entropy(J/K)) 0.746234 0.874148 

Mean 22.0565 30.56088 

Standard 

Deviation 

65.368 86.31342 

Region of Interest 430350 10289100 

Area(sq.cm) 0.008112 0.146692 

SUV (kBq/mL) 0.201394 4.815069 

Decay Factor(s-1) 1.14799 1.1403 

Highest Pixel 

Intensity 

840 943 

Lowest Pixel 

Intensity 

0 0 

The area gave us the extent of the tumor in sq. cm. 

It was given by the formula: 

 

Area = {Region of Interest (ROI) x 0.026 x 0.026} 

 

 
Fig: 3.7: P value for SUV 

 

 
Fig 3.8 Confusion Matrix using BP 

 

SUV (standard uptake value) is a semiquantitative 

measure of tracer uptake by the abnormal cells and 

volume of distribution. As was expected, the SUV of 

malignant tumors was much more than benign tumors 

given the difference in ROI [24].  

It is given by, 

SUV = ROI / (Injected Dose/Patient weight) 

The p-value was found to be 1.8267x10-4.  

 

Box plots of the SUV for the two different sets of data 

were also drawn which showed a significant difference 

between benign and malignant tumours.         
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Fig 3.9 Box plot 

 

For the next step of automatically classifying images for 

physicians, these features were used with greater weight 

given to the SUV parameter.  

 

3.3.3: Step 3: Classification 

Using the features extracted from the processed images of 

both datasets, various neural networks were applied for 

classification.  They are discussed as follows: Back 

Propagation, Support Vector Machine and Convolutional 

Neural Networks model. 

 

BACKPROPAGATION 

Various methods were used for classification. Using 

backpropagation, the weights associated with the input 

layer and the hidden layer were adjusted every iterative 

round in relation to the error produced.  

The schematic diagram of confusion matrix and ROC for 

this classification are as shown below: 

 

Confusion matrix: It is used to describe the performance 

of a classification model on a set of test data for which the 

true values are known. 

Receiver Operating Characteristic Curves:  

“Receiver Operating Characteristics” function (ROC 

function)is a measure of the performance of a binary 

classifier. 

 The curve gives the rate of true positives as a function of 

the false positive rate   and shows the progress made with 

a binary classifier when the discrimination threshold 

varies. 

 
Fig 3.10: ROC Curve using Back Propagation 

 

SUPPORT VECTOR MACHINE 

SVM is a binary classifier that finds the best hyperplane 

to separate all data points of one class from those of the 

other class.  

 

 
Fig 3.11: Accuracy of SVM 

 

Scatterplots were useful for interpreting trends in the 

statistical data.   

 
Fig 3.12: Scatter Plot 

A confusion matrix used here is describes the performance 

of a classification model on a set of test data for which the 

true values are known [25]. 

ROC for this type of classification is shown below in 

figure 3.13. The accuracy for this type of classification 

was recorded as 92%. 

                    

 
Fig 3.13 confusion matrix 
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CONVOLUTIONAL NEURAL NETWORK 

AlexNet is one of the deep ConvNets designed to deal 

with complex scene classification tasks on Imagenet data. 

A real time plotting of the curve on accuracy and loss in 

the classified dataset is observed. Accuracy obtained was 

87.5 %. [26]. 

 

 

 
Fig 3.14 (a): Results of CNN 

 
Fig 3.14 (b): Results of CNN 

 

3.1.4: Step 4: 3d Reconstruction 

It obtains the localized coordinates of the tumor and the 

color coded model aids with better visual perception of 

the cancer region.  

 
Fig 3.15: Reconstructed Image 

 

GRAPHICAL USER INTERFACE 

A GUI was also built to provide the user with immediate 

and visual feedback with details regarding classification 

results from the SVM model, statistical features of the 

image, and the various image processing steps.  

 

 
Fig 3.16: GUI representation 

 

4. Discussion and Conclusion 

It is seen that Standard Uptake Value (SUV) gives the 

measurement of the tracer uptake in a lesion normalized 

to a distribution volume, which has been the only and 

predominantly considered factor to determine if a region 

is malignant or benign [27]. 

Understanding of Multi-modal imaging in evaluation of 

tumor response to therapy and accurately identifying the 

diseased region with high resolution is considered. 

Clinical utility of 18F Choline instead of Fluoro-deoxy-

glucose (FDG) for imaging the metastasis staging of high-

risk prostate cancer was observed. 

Segmentation methods used to obtain the ROI were Otsu’s 

thresholding, graph-based co-segmentation, active 

contour methods which required manual specification of 

the threshold value through the histogram analysis. 

Hence the need for automated segmentation and 

classification of the tumor region based on other useful 

parameters along with the SUV was observed for faster 

and accurate classification. 
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We were able to segment the cancer cells (region of 

interest) and extract features from the PET/CT images. A 

difference was seen during the statistical analysis of 

benign and malignant tumours which could help in further 

classification. Certain features like SUV could be relied 

on while classifying. Various methods of classification 

was carried like back propagation, SVM and CNN which 

resulted in accuracies of above 85%. 3D reconstruction of 

the processed image slices was implemented to assist in 

visualization for the physicians. A graphical user interface 

was also developed to enable a simpler user experience 

while using the solution. 

The boundary of the tumour was automatically detected 

and drawn. The GUI is also able to provide the 

classification result that the physician can reference. The 

comparison of the three methods clearly shows that the 

Back Propagation method and the SVM method results in 

accuracy value better than CNN as the data set is relatively 

small. The experiment when implemented on open source 

data set having a size of >80 images, the CNN model 

proved to have higher accuracy. Hence one can infer that 

classification is good in SVM model and the Accuracy is 

good in CNN model when the procees was implemented 

on large datasets. Hence this work resulted in: 

• Understanding the importance of PET imaging in 

identifying prostrate cancer. Many image 

processing methods and techniques that have 

been implemented and we have attempted to give 

an insight and a probable way of providing a 

Computer Aided Diagnostic Tool using CNN 

approach.  

• In addition, this work has explored the 

qualitative approach in analysis of the methods 

implemented. 

 

5. Future Scope 

With a bigger dataset, a more robust and accurate 

classification model can be built. The three methods of 

classification and the level of accuracy that each method 

could offer is attempted in this paper can be expanded 

with a larger dataset. Depending on the accuracies of each 

method, one could be chosen and perfected. The larger 

multicentric study as well as correlation of the 

histopathological data for each image could enhance the 

use of assistive analysis as a part of radiological 

information systems in healthcare sector. 
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