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Abstract: Researching Network Traffic Classification through Machine Learning is crucial given the expanding reach of the internet, 

enabling global information exchange. The implications of security breaches extend beyond individuals to impact entire organizations. 

Hence, discerning between malicious and non-malicious data on the network holds utmost significance. In this research, we perform an in-

depth examination and contrast of seven distinct machine learning algorithms: Naïve Bayes, Logistic Regression, Support Vector Machine 

(SVM), Random Forest, C4.5, XGBoost, and k-Nearest Neighbors (KNN). These analyses are executed using Python's package module 

for seamless programmatic execution. The assessment encompasses metrics such as accuracy, precision, and recall, offering valuable 

insights into the performance of each algorithm. 
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1. Introduction 

Presently, conventional intrusion detection models are 

inadequate in capturing the intricacies of the recent surge 

in cyber threats and incidents. The conventional approach 

involves manual network analysis or predefined fixed 

abnormal patterns, which may not effectively identify 

attacks within the system. With the growing network 

traffic facilitated by the internet, the ease of access to 

policy information complicates intrusion detection for 

network analysts. Automating the intrusion detection 

process demands dynamic and efficient methods capable 

of learning and detecting emerging intrusion types. This 

paper introduces highly adaptive and dynamic intrusion 

detection techniques tailored to handle substantial 

network traffic. The process of identifying intrusions 

involves three essential steps: defining and extracting 

features, defining and extracting rules, and applying these 

rules to detect intrusions within the dataset. These 

methods are designed to accommodate the specific 

requirements of diverse systems and networks. From the 

past three decade, many researchers propose different 

technique to classify the network traffic efficiently. we 

discuss some of the network classification technique that 

were used in the past by the researchers. Various 

techniques used to classify network traffic in the past are 

as Classification Based on Port Number and Classification 

Based on Payload. 

2. Related Work 

In [12] authors employed the KDD Cup 99 dataset to 

differentiate between normal and abnormal data. In 

another investigation conducted by Jamal H. Assi and 

Ahmed T. Sadiq (2017), the NSL-KDD dataset was 

utilized for the categorization of network attacks. This 

study involved the implementation of various 

classification methods, including Support Vector Machine 

(SVM), Decision Table (DT), C4.5, Bayesian Network, 

and Back Propagation Neural Network. Furthermore, 

diverse feature selection strategies were applied, such as 

Decision Table, Correlation-based feature selection 

(CFS), and Information Gain (IG). Notably, the C4.5 

classification method with information gain feature 

selection demonstrated superior performance when 

compared to other algorithms [15][16][17]. 

Muhammad Shafiq, Xiangzhan Yu, Asif Ali Laghari, Lu 

Yao, and Nabin Kumar Karn formulated a proposal for a 

network traffic categorization framework. This proposal 

integrated four machine learning algorithms: C4.5, 

Support Vector Machine, BayesNet, and NaïveBayes, 

along with supervised learning techniques. 

Dhanabal and Shantharajah (2015) used the NSL-KDD 

dataset to test a number of classification algorithms, 

concentrating on anomalies in network packets, such as 

SVM, Naïve Bayes, and J48.  

Dataset Used: 

 In our research, we will employ the NSL-KDD dataset, 

an improved iteration of the original KDD Cup dataset. 

The KDD Cup dataset originated from the 1999 
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International Knowledge Discovery and Data Mining tool 

competition, where the objective was to amass instances 

of network traffic. The primary aim of this competition 

was to create a predictive model capable of distinguishing 

between malicious and non-malicious data packets. The 

NSL-KDD dataset consists of 43 attributes for each 

instance, with 41 attributes providing information about 

the input traffic data, and the remaining 2 attributes 

indicating whether the data represents an attack or normal 

traffic. You can find detailed descriptions of these 

attributes in this paper [14]. 

The NSL-KDD dataset is split into separate files for both 

training and testing purposes. The training set comprises 

a total of 125,973 instances, which are classified into five 

distinct categories: Normal, DoS, Probe, R2L, and U2R 

[15].Likewise, the test set comprises 22,544 instances, 

also classified into these same five categories. Table 1 

offers a detailed breakdown of the instance counts in each 

class.                                       

Figures 1 and 2 depict the distribution of instances in the 

training and testing sets, correspondingly.  

[20][21].

Table 1: No. of Instances in Each Class 

Class Training for Set % of 

Occurrence 

Testing  data Set % of upcoming 

Occurrence 

Normal 67342 53.49% 9710 43.08% 

DoS 45926 36.49% 7459 33.08% 

Probe 11654 9.27% 2419 10.74% 

R2L 993 0.78% 2880 12.22% 

U2R 51 0.042% 65 0.89% 

 

 

Fig 1: No. of Instances in Training Set 

 

Fig 2: No. of Instances in Testing Set 
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Within the NSL-KDD using dataset, there are 4 distinct 

classes for attack: 

i. DoS (Denial of Service): This attack involves 

overwhelming a network by inundating it with an 

excessive number of requests, rendering it 

inaccessible to its intended users. An example of 

this is SYN Flooding [16-20]. 

ii. Probe or Surveillance: In this attack, the attacker 

compromises the information of a remote 

computer, which can then be exploited for their 

malicious intentions. Port Scanning is one 

example of this type of attack. 

iii. U2R (User to Root): In a U2R attack, a privilege 

to attempts to gain root privileges, thereby 

making the system vulnerable. An example of 

this is a Buffer Overflow attack [21-23]. 

iv. R2L (Remote to Local): In an R2L attack, the 

attacker endeavors for the gain access to the 

victim's system from a remote location, 

exploiting vulnerabilities in the system. 

Password Guessing is an example of this type of 

attack [22][23]. 

 

3. Proposed Methodology 

Fig 3: Methodology Used 

i. The methodology adopted for the research consists 

of the following steps: 

ii. Data Pre-Processing: A dataset is selected from the 

NSL_KDD dataset repository, followed by the 

application of pre-processing techniques to convert 

non-numeric attributes into numeric ones. 

iii. Mapping: Various attacks are mapped to their 

corresponding attack classes. 

iv. Feature Selection: This step involves applying a 

method for dimensionality reduction, with the 

utilization of Random Sampling to eliminate biased 

training. 

v. Applying Classifier: Different machine learning 

classifiers are employed to classify the data. 

vi. Evaluating Performance Metrics: The 

performance of the classifiers is assesing using the  

various parameters for classification accuracy, 

precision, and recall. The flowchart depicting the 

methodology utilized is presented in Figure 3. 

Performance Evaluation and Experimental Analysis:  

We used the analysis of the performance metrics as 

depicted in  Table 2 below:

Table 2: Metrics for Performances 

Metrics Actual Class 

A Not A 

Predicted Class A TRP FLP 

Not A FLN TRN 
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The used performance metrics are as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑅𝑃 + 𝑇𝑅𝑁

𝑇𝑅𝑃 + 𝐹𝐿𝑃 + 𝐹𝐿𝑁 + 𝑇𝑅𝑁
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑅𝑃

𝑇𝑅𝑃 + 𝐹𝑅𝑁
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑅𝑃

𝑇𝑅𝑃 + 𝐹𝐿𝑃
 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

Experimental Result: In our study, we employed the 

NSL-KDD dataset, selecting 20,000 instances from both 

the training and test sets. The frequency percentage of 

normal or attack class data is illustrated in Figure 4. 

Additionally, the presentation metrics of the seven 

classification utilized in the experiment, including 

accuracy, precision, and recall, are summarized in Table 

3.

 

Fig 4: Attack Class Distribution 

Table 4: Summarizes the performance metrics of all the classifier 

S.No Classifiers used Accuracy in 

% 

Precision in 

% 

Recall in %  F1-Scorein 

% 

1. Naïve Bayes 42.90 .37 .43 .26 

2. Logistic Regression 75.18 .71 .75 .70 

3. SVM 75.48 .80 .75 .70 

4. KNN 75.32 .71 .75 .70 

5. Random Forest 73.35 .68 .73 .69 

6. XGBoost 70.77 .77 .71 .68 

7. C4.5 70.02 .64 .70 .66 

 

As illustrated in Figure 5, the employment of the SVM 

classifier led to the highest level of accuracy. Figure 6 

demonstrated that SVM surpassed other classifiers in 

terms of precision. Furthermore, our analysis from Figure 

7 indicated that the SVM, KNN, and Logistic classifiers 

yielded the best results for recall. 
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Fig 5: Accuracy Analysis 

 

Fig 6: Precision Analysis 

 

Fig 7: Recall Analysis 

4.  Conclusion and Future Work 

We conducted a comparative analysis using Python's 

scikit module, implementing Naïve Bayes, Logistic 

Regression, SVM, Random Forest, C4.5, XG Boost, and 

KNN classifiers. After preprocessing the dataset, the SVM 

algorithm exhibited outstanding performance using NSL-

KDD dataset, achieving the highest levels of accuracy, 
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precision, and recall. Although the KNN classifier closely 

followed the SVM in terms of accuracy, there was a 

significant difference in their execution times. Our 

experimental results lead us to the conclusion that SVM 

surpasses other classifiers in accuracy, precision, and 

recall. In our next plan for future, we plan to apply 

machine learning algorithms to real-time data and enhance 

their performance. Additionally, we aim to identify 

attacks not covered in the dataset. 
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