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Abstract: The contemporary era presents a significant obstacle in terms of data storage and retrieval. Horizontal scaling of data across 

various standard hardware configurations can yield benefits such as improved availability, enhanced performance, and increased fault 

tolerance. This objective can be attained through the process of replication. Nonetheless, a significant obstacle encountered in this 

endeavour is the lack of uniformity.  This indicates that a single datum is associated with varying values across multiple locations 

simultaneously. Numerous theoretical frameworks have been posited in the field of literature to tackle this particular predicament.  

Therefore, this paper undertakes an analysis of multiple consistency models and subsequently compares them based on their respective 

contributing factors. This paper considers various factors such as Linearizability, Serializability, Strict Serializability, Sequential 

Consistency, Casual consistency, ACID and BASE in order to compare different models. Consequently, by virtue of this comparison, 

diverse consistency models may be chosen for the system to enhance its performance and availability. 
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1. Introduction 

Client Server architecture is not feasible for today’s 

requirements of computing and performance. Because, 

nowadays the major challenge faced is storing huge data 

and accessing large databases.  There are two different 

approaches to handle this issue. One is vertical scaling, in 

which more memory and computing resource is added to 

the existing system that is going to sort the issue up to 

some level. But, for today's requirements, even this is not 

sufficient. The second is horizontal scaling where the 

commodity hardware is used with the help of networking. 

Data is stored on different systems also known as data 

store. Basically, data is divided into fragments 

(Horizontal, Vertical, and Hybrid). The Data fragments 

are stored on different database systems or data stores that 

are running in parallel. These nodes are accessed by many 

users concurrently. The major advantages we are getting 

from this distribution is availability, scalability, fault 

tolerant and performance. For these benefits’ replication 

is required between data stores. Depending on nature and 

type of replication one of the issues faced is consistency 

among the data available on different systems used 

concurrently by different users. Consistency is one of the 

characteristics of the distributed system according to that 

every node or replica (may be data store) has the same 

view of data for a particular moment irrespective of who 

so ever has updated the data. This consistency depends on 

the underlying distributed systems and databases. Both 

communities treat this distributed word in a different 

manner. The distributed system treats this term as same 

value of an item on different data store, while databases 

this is C form ACID implies implementing integrity. 

Based on this, we are using terms Data 

consistency mainly for distributed system 

and transactional consistency for databases. A 

consistency model is a defined set of rules that a 

transaction or parts of transactions follow for consistency 

(accuracy or expected output). Therefore, this consistency 

modelling is divided into two parts one is the data 

consistency model and other is the transactional 

consistency model. Data consistency considers the 

consistency models that are depending on distributed 

systems while transactional consistency models treat this 

word for transactions from the database community that 

majorly depends on concurrency and isolation 

levels. There are Several reasons which necessitate 

empirical analysis of performance parameters for 

consistency in distributed databases: 

• It is essential to optimise the efficacy of distributed 

databases that operate in complex and dynamic 

environments. 

• Researchers and practitioners are able to 

comprehend the effect of various performance 

parameters on system behaviour through the use of 

empirical analysis. 

• Comparison and Benchmarking: Empirical analysis 

enables comparison and benchmarking of various 

distributed database systems or consistency 

protocols. 

• In conclusion, empirical analysis of performance 

parameters for consistency in distributed databases 
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is necessary for optimising performance, validating 

theoretical models, making informed design 

decisions, comparing systems, and comprehending 

how distributed databases act in real-world 

situations. 

• It offers invaluable insights and quantitative data for 

enhancing the performance and dependability of 

distributed database systems. 

 

The manuscript is structured into multiple segments. The 

first section will discuss the pertinent research endeavours 

carried out in the domain of consistency models, 

encompassing their classifications, consistency-related 

challenges, and diverse factors that influence them. The 

subsequent section shall furnish the outcomes and 

deliberations of the scrutinised literature. Additionally, a 

succinct bibliometric analysis shall be proffered in this 

section. The final section will serve as the concluding 

segment of the entire study. 

 

2. Related work  

 

Various types of models are used to address this issue of 

consistency in distributed databases. Based on distributed 

systems and transactional various consistency models are 

proposed. Below sections will discuss their working style 

and the parameters on which it depends. 

2.1 Linearizability 

[1]Introduced the concept of linearizability.In this type of 

consistency, one operation is done on one object at a time 

and is feasible only in a local system with the preferred 

user at a time. Here, all operations are done in a predefined 

order. The writes appear to be visible simultaneously. Any 

write or read after this is going to see the previous update. 

This is difficult to implement in the real world, where data 

is stored in a distributed fashion and network latency is the 

major factor. Examples of these systems are RAFT, 

PAXOS. It provides strong consistency, but there is an 

issue with performance and availability of the databases 

system. This type of consistency falls under data 

consistency that depends on the underlying distributed 

system. The major contribution is network latency and 

replication. It also depends on data allocation, fragments 

allocation, and data modelling [1]. Maurice Herlihyet. al. 

[2] introduced the concept of linearizability and provided 

a formal definition for it. Maged M. Michael and Michael 

L. Scott [3] presented a concurrent queue algorithm that 

satisfied the linearizability consistency model. Seth 

Gilbert and Nancy Lynch [4] linearizability and 

serializability consistency models and provided a formal 

definition for serializability. 

2.2 Serializability:  

This type of consistency is known for multi operations on 

multi objects by many users. It guarantees a set of 

transactions or parts of transactions over multiple items is 

equivalent to the serial order of the transactions. There is 

some order for the correctness of the value and order of 

the operations. This depends on the concurrency factors. 

In concurrency management, it depends on the isolation 

levels between different transactions to maintain 

correctness. Further, in this type of consistency, three 

major issues are dirty read, on repeatable and phantom 

read. To avoid these issues different levels of isolation are 

provided, which are of four types: i) Read Uncommitted, 

ii) Read Committed, iii) Repeatable Read, and iv) 

Serializable. These are implemented with the help of 

locks. Another type of isolation called snapshot, 

implemented by the technique of temporary copy of 

updated data unlike based on locks [5, 6]. Peter Bailiset. 

al. [7] discussed the trade-offs between serializability and 

availability in distributed data stores, and presented a new 

consistency model called "serializability, not serial" that 

relaxed the strict requirements of serializability. 

2.3 Strict Serializability: 

In this scenario along with the order real timestamp of the 

start of the execution is also considered.  It is similar to 

linearizability but, the only difference is linearizable 

works for one operation on one object preferably on a 

local system, while serial serializability works for 

multiple operations on different objects on distributed 

systems. It assumes the presence of a global clock. It’s 

very difficult to achieve this spectrally in distributed 

system in the presence of network failure. This depends 

on distributed systems and the concurrency of the 

databases [8]. 

2.4 Sequential Consistency:  

 

In this type of consistency model, there is an order of 

operations on individual processes, not all the processes 

like in strict consistency models. Here interlaying is 

allowed. Each process maintains its order.  It’s a concept 

of single-copy data [9]. 

2.5 Casual consistency:  

 

In this type of consistency, there is an order of only those 

operations that are related. For this to handle concurrency 

ordering of related operations is required.  If the 

operations are on not dependent on each other then they 

can be put in any order for better performance. In this type, 

casually related writes are to be stored in one place to keep 

them in an ordered fashion [10, 11]. 

2.6 Eventual consistency: 

 

Another approach is eventual consistency. Unlike in 

sequential or serializable the updated values must be 

visible to all the replicas at the same time. In this 
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approach, the updated value is not immediately visible to 

all the replicas but later on. Mostly the data is modified at 

one copy and other replicas get those modified values after 

some time. Majorly all these types of consistency come 

under data-centric i.e. how the stored data is updated and 

this updating is visible to other replicas. But what about 

the client? What happens to the client if the same user 

accesses the same data value from different instances? 

The data has yet to be committed. If Data is not committed 

by the user from the same instance the latest update is 

visible to that or not? This kind of issue is well taken in 

distributed databases under client-centric models [12,13]. 

Broadly it can be divided in following types: 

  

• Monotonic Read: If the data item is read by the 

user, and any read done after this will be the same 

or updated values if applicable. 

 

• Monotonic Writes: A write must be propagated 

to other replicas before a new write by the same 

process. 

 

• Read your writes: Any read done by the process 

shows the latest write done by the same process. 

 

• Write Follows Read: Any write on the item will 

show the latest read on the same item 

 

2.7 Transaction: 

Transactions are a set of operations that must be done in 

one unit. This is required to make ensure data integrity. In 

the basic model of a transaction, one user is using one 

database on a single machine in starting of database 

transactions. Once the transaction is complete the updated 

values are visible after this. As concurrency is allowed 

where many users are accessing the same data at the same 

place is allowed this modelling requires review. So, the 

ACID model is used for this type of consistency [13, 14, 

15, 16]. This model is good for client-server architecture 

where data is stored in one place with limited concurrency 

levels and temporary and flat transactions. Flat 

transactions are for a short duration and have one single 

point of start and end. The next phase is nested and 

distributed transactions. In the nested transaction, a 

transaction within transaction is allowed. Here, the 

database is one means resource is one can say that this is 

the case of local transactions. Distributed transactions [17, 

18] are those whose operations are spread across multiple 

data servers. In distributed systems [19, 20, 21], one of the 

servers is acting as a coordinator to manage all these 

issues. It depends on distributed systems in which the 

protocol is used. In the distributed database, the common 

protocol is used as a two-phase commit protocol. Even 

stricter the word is three phases commit is used for this 

[14, 22, 23]. 

The objective of conducting an empirical analysis on 

performance parameters for consistency in distributed 

databases is to evaluate consistency models, quantify 

performance metrics, understand trade-offs, optimise 

configuration parameters, provide insights for design 

decisions, validate theoretical models, and benchmark and 

compare various systems or consistency protocols. The 

primary objective is to evaluate and compare the 

behaviour of diverse models across various scenarios in 

order to determine which models provide the desired 

assurances while meeting performance criteria. By 

acquiring empirical data, researchers can gain insight into 

the performance of consistency models in relation to 

various metrics, thereby facilitating the identification of 

their respective strengths and weaknesses. When 

configuring distributed databases for optimal 

performance, system administrators can benefit from an 

understanding of trade-offs and the optimisation of 

configuration parameters. Empirical analysis serves to 

validate theoretical models and hypotheses concerning the 

coherence of distributed databases. This, in turn, 

facilitates enhanced decision-making processes in the 

design and implementation of distributed database 

systems. 

3. Methodology 

The empirical analysis of performance parameters for 

consistency in distributed databases entails a 

comprehensive methodology that encompasses various 

stages. These stages include defining research objectives, 

selecting appropriate consistency models, designing an 

experimental setup, defining performance parameters, 

developing test scenarios, implementing a distributed 

database system, collecting empirical data, conducting 

multiple experimental runs, systematically varying 

performance parameters, analysing performance data, 

interpreting results, validating and refining models, 

discussing implications and recommendations, and 

documenting and sharing findings. This methodology 

facilitates informed decision-making, system 

performance optimisation, and the advancement of 

knowledge pertaining to distributed database systems 

among researchers. Through the implementation of this 

methodology, scholars can acquire valuable knowledge 

regarding the performance parameters that impact the 

consistency of distributed databases. This knowledge can 

be utilised to make well-informed decisions, enhance 

system performance, and further the comprehension of 

distributed database systems. Apart from the literature 

study conducted on consistency models, a bibliometric 

analysis has also been performed. The targeted database is 
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Scopus wherein the used key to search the required dataset 

of publications was as follows: 

(TITLE-ABS-KEY(("consistency model") AND 

("distributed database"))) 

The dataset collected in filtered specifically for a period 

of 1994 to 2022. A total of 63 publications have came into 

limelight out of which 22 are open access, 1 Gold, 2 

Hybrid Gold, 6 Bronze and 20 from Green subscription 

category of Scopus.  

4. Results and Discussions 

This study has identified the parameters on which 

consistency either data or transaction depends which are 

discussed as follows. Also, Table 1 presents the 

dependency of consistency type on these factors. 

a. Network latency:  It is the delay due to the 

communication network. If the delay is small and 

tolerable without affecting consistency, then this 

type of latency is known as low-level latency. 

Otherwise it’s known as high level latency. High 

level affects the bandwidth of network 

communication that delays the communication 

between data servers or nodes. So higher level of 

consistency like linearizability [24, 25], strict 

serializability, etc. is not achievable in high latency 

network-based systems.  Various approaches like 

SPANNER [16, 26, 27] and PLANET [28-32] are 

utilized to minimize the latency. 

 

b. Concurrency: Concurrency in database can be 

accessed by many transactions may be from one 

server or from different servers simultaneously. This 

is done with the help of locks and isolation levels. 

For high level of concurrency accordingly isolation 

has to be chosen. There are levels like serializability 

in various systems [33-38] and snapshot levels. For 

stricter type of concurrency, we need more isolation 

so concurrency level will be Low. 

 

c. Replication: The best advantage of distribution is 

data redundancy for availability and scalability. For 

this replication [21, 24, 27] plays an important role. 

But this becomes one of the challenges for data 

inconsistency. It uses fully replicated databases or 

partially replicated databases or other types. If a 

strict or similar type of consistency is required then 

immediate replication is applied.  In the consistency 

level for stricter kind synchronous kind of 

replication required that hampers the availability of 

the databases.  

 

d. Transaction Nature: Different types of transactions 

are a flat or nested type of transaction. Flat means 

that it may be categorized based on the execution 

location i.e. local transaction or global transaction 

[13, 15, 25, 37]. The stricter kind of transaction 

prefers the flat and local type of transaction for better 

results, and the casual kind of consistency can handle 

the nested and global, which is distributed kind of 

transaction. 

 

e. Level of redundancy: Data redundancy means the 

same data in different locations. This is achieved 

with the help of replication. In distributed systems 

[38-40] data redundancy is required for availability 

and fault tolerance. So, level means the required 

redundancy is desired instead of fully relation of the 

data. Here, how redundancy plays an important role 

is consistency [41, 42] selection? 

 

f. System Design:  Designing distributed system 

means which the framework we are going to use. 

What kind of scalability is required horizontal or 

vertical? Similarly, in decision-making of the 

architecture of a system, shading is required or not. 

Shading [41] means a part of the database is at one 

particular location. It also decides where the query is 

going to execute preferably where minimum traffic 

is required to move from one location to another 

location. 

Table 1: Dependency of consistency type on various factors 

Consistency 

Factors/Types 

of Consistency  

Network 

Latency  

Level of 

concurrency  

Replication 

Type 

Transaction  

Type  

Redundancy 

level 

System 

Design 

Linearizability 

 

Low Low High High High High 

Serializability Low Low High Moderate Low Moderate  

Strict 

Serializability 

Low Low High High Moderate High 
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Sequential 

Consistency 

Moderate Moderate Moderate Moderate Low Moderate 

Casual 

consistency 

Moderate Moderate Moderate Low Low Low 

ACID High Moderate Moderate Moderate Moderate High 

BASE Moderate High Low Low Low Low 

To conclude, the above table revealed that for network 

latency dependency type, lower level of dependency exist 

for Linearizability[43], Serializability [44], Strict 

Serializability and ACID [45,46] properties of 

transactions in the databases whereas moderate level of 

dependency exists for Sequential and Casual consistency 

along with BASE [46].  For concurrency, only BASE has 

the highest level of dependency whereas Linearizability, 

Serializability and Strict Serializability [47] will have low 

depenedency. Sequential and Casual consistency along 

with ACID are moderate in tendency to depend on 

concurrency. Replication is a dependency where majority 

of the consistency types shown high level of dependencies 

which are namely, Linearizability, Serializability, Strict 

Serializability and ACID. BASE has the lower level of 

dependency with moderate level of dependency for 

Sequential and Casual consistency [48]. In case of 

Transaction type as a parameter of dependency, only 

casual consistency and BASE has lower dependency 

whereas ACID, Sequential Consistency [49] [55] and 

Serializability have moderate dependency, Strict 

Serializability and Linearizability have shown as 

significantly dependent on Transaction type. Redundancy 

level for Linearizability is high, low in case of BASE, 

Serializability, sequential consistency and casual 

consistency, moderate for strict Serializability and ACID.  

System Design dependency is low for casual consistency 

and BASE but high for ACID, Linearizability and Strict 

Serializability, moderate for Serializability and Sequential 

consistency [50] [56]. The below figure 1 is representing 

the table findings in detail wherein to represent the ordinal 

data as low, moderate and high levels of dependency on 

the factors of consistency models, 1,2 and 3 are the 

numeric values used for indicated the categorical data of 

low, moderate and high respectively. 

 

Fig 1: Consistencies with the dependencies on various parameters 

The issue of consistency of distributed databases is a topic which is explored well in the United States followed by China, 

France and Germany. United States contributed a total of 17 whereas 10 from China, 7 each from Frame and Germany are 

there. Japan, Portugal, Sweden and United Kingdom are having the equal contribution of 3 publications among the 
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publications extracted from Scopus as a dataset to analyse. The Figure 2 depicts the top 10 countries of affiliations under the 

selected list of publications for analysis. 

 

Fig 2: Publication count in Top 10 Countries for consistency issues in Distributed databases 

The publications have revealed the need of exploring the 

field more rigorously. Looking at the sources for 

relevance of the topic, it has been seen that “Lecture Notes 

in Computer Science” followed by “Leibniz International 

Proceedings in Informatics Lipics” are having the highest 

count of publications on the topic. In Figure 3 below, it is 

evident that a total of 8 among the selected dataset are 

from the “Lecture Notes in Computer Science” and 4 are 

from the “Leibniz International Proceedings in 

Informatics Lipics”. 

 

Fig 3: Publications as per source for the taken dataset 

The analysis has been drawn for the number of 

publications based on category of work. The analysis has 

restricted the type of work to any of the 3 types i.e. 

Conference publication, Article or a review. It can be 

seamlessly viable from the figure 4 that the majority of 

work published is of type conference paper. Around 41 

research papers got published in prominent conferences 

and 21 have been published as articles and remaining 1 

paper is a review paper.  This analysis clearly indicates the 

level of research going on for the distributed databases and 

issues related to consistency models. 
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Fig 4: Type of Study conducted on consistency issues in distributed databases 

The next research question is to focus on the area of 

selected topic. The Scopus dataset taken using the 

keywords consistency model and distributed databases 

brought the Computer science field to the limelight as 

around 62 publications are from Computer science field 

which got published comparing to the 24 publications 

from decision sciences. The Figure 5 below presents the 

broader aspect of fields contributing to the topic and its 

trend in research. 

 

Fig 5: Fields Contributing the Consistency Models and Their Dependencies in Distributed Databases 

It has been evident from the Figure 6 below that the 

concept was being taken up in the year 1994 as 1 research 

work got published then. Slowly the distributed databases 

and their issues became prominent to the researchers to 

focus in the year 2015 wherein around 7 publications hit 

the research world but slowly the trend started declining. 

The analysis revealed the need of the work yet to be done 

in the field of distributed databases under the computer 

science domain to resolve the issues of consistency 

models. 
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Fig 6: Number of publications Since 1994 

5. Conclusion 

This study analyses multiple consistency models and then 

performs a theoretical comparison of said models on the 

basis of significant parameters pertinent to ensuring 

consistency in distributed databases. Consequently, the 

system can choose from a variety of consistency models 

in order to improve its performance and availability. The 

ACID consistency model places a greater emphasis on 

network consistency as its principal parameter, while 

linearizability, which can only be achieved in smaller 

systems, is of lesser importance. In a diminutive system, 

such as linearizability, the aforementioned parameter is of 

lesser importance, whereas it has a greater impact in the 

context of the ACID or BASE model. Concurrency refers 

to the implementation of multiple transactions 

simultaneously. According to the model description, the 

frequency of linearizability transactions is comparatively 

low due to the system's small size. The system 

significantly relies on both the ACID and BASE models, 

which allow for the concurrent execution of multiple 

transactions.  Replication is the process by which any 

temporal lag and the extent of changes, whether 

comprehensive or partial, are propagated to all nodes. 

Linearizability is a consistency model that requires 

immediate visibility of modifications across nodes and is 

therefore highly dependent on replication. However, the 

delay of replication may differ based on the type of 

replication employed by the ACID or BASE model. In 

terms of transaction classification, the linearizability 

model is best adapted for simple transactions, whereas the 

ACID and BASE models can accommodate both simple 

and nested transaction types. These transactions may be 

distributed across multiple nodes. The term "redundancy" 

refers to the condition of duplication. In the context of 

linearizability, the degree of linearity is significantly 

increased because identical data must be provided to the 

adjacent system. Both the ACID and BASE variants are 

deemed manageable. The focus of this investigation is the 

design parameter of the system. The level of dependence 

varies considerably between consistency models. In 

particular, linearizability demonstrates an exceptionally 

high level of dependence, whereas casual, ACID, and 

BASE models typically exhibit moderate to low levels of 

dependence. Given this conclusion, it is difficult to choose 

linearizability in the current era of Big Data, in which data 

is dispersed across multiple geographic locations. A 

significant amount of duplication and redundancy is 

required at an elevated level. A meticulous design of the 

system is required. The Base consistency paradigm is 

preferable when distributing databases across a 

geographically dispersed network-based system. The 

following consideration to be made is concurrency. Due 

to its low reliance on replication and transactional 

characteristics, the BASE model may be chosen in this 

regard. Causal consistency and BASE consistency are the 

best options for dealing with large amounts of data and 

scenarios where replication may experience delays. This 

degree of consistency enables greater degrees of 

concurrency. In instances where replication latency is 

present, the use of ACID consistency is preferable because 

it provides a consistency guarantee. In situations where 

BASE and Casual consistency are utilised, however, 

availability is prioritised, albeit without a guarantee of 

consistency. 
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