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Abstract: Despite challenges like concept drifts, or temporal dynamics in RS, RS has grown in popularity due to its usefulness in 

meeting customers' needs by helping them find things they might like based on past purchases and interests. Despite their great 

effectiveness in generating recommendations, conventional RS techniques fall short when it comes to providing accurate ideas due to 

problems with concept drift. The development of temporal models to account for concept drifts and guarantee more accurate 

recommendations has been the focus of a lot of research in the wake of these issues, giving rise to dynamic recommender systems 

(DRSs). However, the bulk of the effort needed to address the drift of interest is put in developing long-term and short-term models for 

users. It is not possible to dynamically track users' changing interests. We express doubts in this position paper about the practice of 

computing evaluation metrics for recommender systems as single numbers since these values only represent average effectiveness over a 

very long time period (for example, a year or longer). This approach only provides a vague, unchanging picture of the facts. To better 

understand the performance of recommender systems, we propose that researchers compute metrics across time series such as weeks or 

months and present the results visually, using a line chart, for instance. Insightful forecasts about an algorithm's future performance can 

be made with the use of results that show how an algorithm's effectiveness evolves over time. As a result, we'll be able to make more 

informed selections about which algorithms to utilize in a recommender system by collecting more data on an algorithm's performance 

over time, spotting trends, and developing more accurate forecasts about an algorithm's future performance. 

Keywords: Recommendation systems include dynamic recommender systems, time series analysis, and algorithms. 

1. Introduction 

In order to manage the explosion of online data and 

provide users with relevant, personalized 

recommendations, recommendation systems (RSs) were 

created. Offering support to customers Current 

applications of RSs include increasing the possibility of 

cross-selling and customer or consumer pleasure and 

loyalty by suggesting products that users may find 

interesting. These applications may be found in a wide 

variety of industries, including e-commerce, advertising, 

e-learning, document management, and journalism. The 

CF technique, which uses user similarity values (or 

items), is often used by RSs. In other words, the CF 

approach is based on the idea that customers will 

continue to choose similar products if they have always 

accessed them in the same way. The user's tastes might 

be influenced by factors including their current location, 

the time of day, the weather, and the type of gadget they 

are using. Using these standards, we can gain insight that 

can help us improve RS performance. In this study, we 

offer a novel recommendation system that accounts for 

the impact of users' reported rating timestamps. To that 

end, we first set up a representation model based on 

sequential patterns to capture the users' feedback. An 

historical sequence of user similarities is constructed for 

use in predicting future user similarity. 

1.1 Recommender system 

Recommendation systems can be valuable tools 

when discovering objects in a huge collection of data. 

Information in the form of text, articles, videos, audio, 

etc. may be included in such collections. Sites like eBay, 

Netflix, and Spotify all make use of recommender 

systems [1]. Since the advent of collaborative filtering in 

the 1990s, RSs have been an integral part of every 

information-based business available on the internet, 

from bookselling to video streaming to ad 

recommendations [2]. 

Figure 1 [3] shows the development of RS over time, 

with the initial recommendations being provided by 

content-based filtering based on the attribute values of 

data. The late 1990s saw the rise of collaborative 

filtering (CF). The usage of hybrid algorithms for 

recommendations has developed from the adoption of 

ontology-based RS in the early 2000s [3]. 

There has been a noticeable shift towards storing more 

information online. It seems to reason that as data 

volumes increase, it will become ever more challenging 

to locate specific pieces of information. As a result, there 

is still a need for cutting-edge, lightning-fast 

recommendation algorithms. The criteria also vary 

depending on the specifics of the field being studied [2]. 

While traditional recommendation algorithms have their 

shortcomings, the demand of hybrid RSs has increased. 
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Any of the algorithms covered in the rest of this paper 

can be used to create these hybrid algorithms. In order to 

keep up with rising expectations for reliability, 

developers of hybrid recommendation systems are 

increasingly using neural networks and deep learning 

algorithms. 

            

Fig 1.1 Recommendation Systems 

Products that many customers are interested in, 

demographic data, and previous purchasing activity are 

analyzed by a recommender system so that 

recommendations can be made that best meet the needs 

of each individual customer [8]. Services that cater to the 

preferences of each customer have become increasingly 

important in online shopping. In the context of the 

Internet, personalization refers to the practice of rapidly 

catering to each individual customer's special 

requirements. 

Web customization is described as action conducted on 

the Internet by an individual in response to his/her 

interests or tastes [14]. The importance of personalized 

service lies in the fact that it allows clients to spend less 

time looking for what they need. By recommending the 

right items, businesses not only strengthen ties with their 

online shoppers but also boost client loyalty [15]. 

1. 2 Personalization techniques 

The personalization techniques for recommender 

systems include: 

(1) Content-based recommender system: This system 

examines product data and makes suggestions based on 

that analysis. Texts, documents, news articles, and 

websites with copious and easily analyzed content are 

good candidates for this method of recommendation. 

[16]. 

(2) Rule-based filtering: Information profiles of 

consumers are compiled with this approach by 

questioning customers about their preferences. Profiles 

are built from users' answers to questions about their 

interests and preferences. This filtering system will 

advise or provide information on products that may 

interest the user based on their interests and personality 

attributes. [15]. 

(3) Demographic filtering: User information including 

age, sex, and education level are used to inform the 

system's recommendation making [17]. Users' 

preferences for specific products and categories can be 

easily analyzed with the use of demographic 

information. 

(4) Collaborative filtering: This system makes 

recommendations using users’ information such as age, 

sex, and education level [17]. Demographic attributes 

have an advantage of making an easy analysis of users’ 

preferences regarding various kinds of items and item 

categories. 

(5) Learning agent-based filtering system: Log files, 

which include information on when and from where a 

user accessed a website, can be parsed for clues about a 

user's attributes, habits, and preferences using this kind 

of personalization [16]. 

A recommender system is a piece of software that uses 

data about previous buyers or sellers to generate 

educated guesses about what an individual would be 

interested in. Many studies on recommender systems 

have aimed to determine how well they can predict 

whether or not a consumer will be happy with a certain 

purchase. Most often, comparable items are sorted using 

a technique called collaborative filtering. Collaborative 

filtering systems often employ the neighborhood-based 

algorithm depicted in Fig. 1. The active user determines 

how far away each other user is and then chooses as 
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neighbors however many people are closest to them. 

Pearson's correlation coefficient, mean-square 

difference, and vector similarity can all be used to 

determine how far apart two users are. 

In [18], the Pearson correlation coefficient yielded a 

better result than the vector similarity, and in [19], the 

Pearson correlation coefficient yielded a better result, 

though its predictive power could be diminished through 

the selection of either too few or too many neighbors. 

1.3 Approaches to collaborative filtering 

There are two kinds of collaborative filtering: user-based 

and item based collaborative filtering. 

(1) User-based collaborative filtering: In order to 

quantify how well two users coincide with one another in 

terms of a shared feature, we can utilize distance 

calculations. The distance between two users is zero if, 

for instance, they both rate the same movie at the same 

level. On the other hand, if their ratings are different, the 

gap will be greater. 

(2) Item-based collaborative filtering: In contrast to 

user-based methods, recommender systems often employ 

item-based collaborative filtering. For instance, two 

films are relatively close when users who enjoy movie 

No. 1 also like movie No. 2. User-based and item-based 

algorithms confront issues when an item is 

recommended. This is due to the stringent nature of the 

criteria for application, which precludes the use of 

anything even remotely similar as a starting point. For 

instance, if someone with a strong preference for action 

films is requested to rate content as part of a 

recommender system, the default algorithm will not be 

able to tell. This is where the idea of "dimensional 

reduction" is presented. An enormous matrix constructed 

to explore preference relations among many persons and 

numerous films can provide an explanation for 

dimensional reduction, for instance. The process of 

collecting data based on movie reviews should include 

an abstraction phase. Many people are categorized using 

the same criteria, and then additional items are added to 

the same categories based on the similarity criterion. A 

recommendation's efficacy increases as active 

dimensional reduction is applied. 

Research and applications of collaborative filtering have 

been conducted in many different contexts. Collaborative 

filtering has been used by many websites to recommend 

content, including Amazon, CD Now, Drug store, and 

Movie Finder; Group Lens [5], a news article 

recommendation system; Video Recommender [4]; 

Ringo [6]; and PHOAKS [20], a user-related search 

engine on the World Wide Web. 

 

 

1.4 Detection of attacks on collaborative filtering 

systems 

In a recent article [21], Dellarocas outlined the many 

forms of assaults that have been undertaken against 

popular e-commerce platforms like eBay. We provide 

examples of these kinds of attacks on existing 

collaborative filtering algorithms and related systems 

and provide a prediction technique to mitigate their 

fallout.  

Lam and Riedl [22] analyzed altered ratings by users and 

categorized suggestion assaults by kind. Attackers can 

influence a recommender system by directly rating 

things if they get access to the system. Finally altered by 

the attackers caused the system to make incorrect 

decisions. Lam and Riedl investigated factors including 

skewed evaluations that impacted the system's 

suggestions. Although research into recommender 

system attacks is ongoing, no reliable method for 

foreseeing unpredictable assaults has been developed. 

Forecasting possible random attacks on recommender 

systems through analysis of rating stream trends could be 

an effective approach for doing so. [23]. 

2. Exiting work   

In [1], the author proposes KERS, a multi-armed bandit 

technique for patients to use while deciding on medical 

treatment. The first part, called "exploration," identifies 

areas in which customers have latent interest. A database 

of information compiled by specialists backs this up. 

When a user's focus moves, we enter a new exploitation 

phase during which we recommend products from these 

categories. The writers make an effort to lessen 

exploratory work while raising user satisfaction. 

Ahmedi et al. [3] provide a personalized technique that 

may also be applied in more broad recommendation 

scenarios using user profiles. Using Collaborative Topic 

Regression, they extract correlation rules from past user 

interaction logs. 

Together Focused Collaboration In [4], the Autoencoder 

is presented as a deep learning-based model for general 

recommendation that specifically addresses the issue of 

data sparsity. Modelling latent variables in users and 

publications, they employ probabilistic matrix 

factorization and textual data. 

In [5], we create PR-HNE, a probabilistic paper 

recommendation model that is both personalised and 

built on a common representation of authors and papers. 

They make their paper suggestions using graph data 

including citations, co-authors, conference information, 

and themes. Author embeddings are represented using 

SBERT, and topic embeddings are represented using 

LDA. 
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Users and papers are represented in a bipartite graph in 

[19]. Word2Vec or BERT embeddings of a paper's 

content reflect the paper, while user vectors consist of 

representations of papers with which a given user has 

interacted. After that, we use elementary graph 

convolution to sum the vectors. 

Current user interest is at the heart of [22]'s technique, 

which makes use of k-Means and KNN. Users' profiles 

are constructed using the works they have published. 

User recommendations are based on the most highly 

cited publications in the cluster that is most similar to 

them. In a subsequent attempt, they increased the size of 

their research team to once again focus on the same 

issue. Again, Bulut et al. [21] zero down on user details. 

Users are reduced to a collection of characteristics in 

their writings. Next, the vector representations of all 

articles are compared to these to find the most similar 

ones. Documents can be represented using TF-IDF, 

Word2Vec, or Doc2Vec vectors. 

In [25], the authors propose a strategy to article 

recommendations that makes indirect use of direct 

elements collected from qualities of publications (such as 

keyword diversity, text complexity, and citation 

analysis).  

Later, in [26], the authors propose employing indirect 

indicators, including the quality of the publication, for 

group recommendation. Users' profiles are compiled 

from the articles they've read. After that, a smaller group 

of them got to work on a plan with similar goals. The 

general Hybrid Topic Model is provided by Chaudhuri et 

al. [24] and is utilized to provide article suggestions. 

LDA and Word2Vec work together to deduce a user's 

preferences and goals. They extract user interest from 

probability distributions of clicked papers' phrases and 

dominating subjects in publications. In this study, we 

present CPM, a recommendation algorithm that uses 

thematic clustering to rank users based on their disclosed 

interests [27]. From these groups, they construct user 

requirement models using LDA and pattern equivalence 

class mining. In order to find the most suitable 

suggestions, candidate papers are compared to user need 

models. 

As a recommender as a service, the authors of [28] 

propose deploying Mr. DLib, their paper 

recommendation system. Article representations in 

Doc2Vec, TF-IDF vectors, and a recommender based on 

keywords are compared. Du et al. [29] present HNPR, a 

heterogeneous network strategy that utilizes two distinct 

graphs.  The technique merges citation information, co-

author relationships, and published research fields. Using 

a technique called "random walk on networks," they 

build vector representations of articles. 

 

3. Proposed work: 

Our research suggests the following guidelines for 

selecting a recommendation algorithm:  

1. The user's profile length may influence the quality of 

the recommendation. 

2. the popularity of the products a user evaluates may 

affect the quality of the recommendation, in that a user 

may rate more popular items higher than less popular 

ones, so affecting the quality of the advice. 

3. contrasting findings might be found by comparing two 

algorithms using different metrics (such mean absolute 

error and recall). 

Due to the complexity of the algorithms, RS often 

integrate recommendation algorithms that provide users 

with a limited set of recommendations. 

Methodology for evaluating and comparing 

recommendation algorithms is divided into three 

steps: 

Step 1: statistical analysis and partitioning 

Step 2: optimization of the model parameters 

Step 3: computation of the recall for the top-N 

recommendation. 

3.1 Statistical analysis and partitioning 

M-fold cross-validation is used to divide the dataset into 

subsets. 

In addition to dividing the dataset, we perform an 

analysis to determine which users belong to which 

groups and which products have the most ratings. This 

will allow us to determine how the model responds 

depending on the depth of the user profile and the level 

of interest in the recommended goods. The following 

procedure is used to organize users into groups: 

In order to analyses the behavior of a learning algorithm 

with respect to the length of the profiles, we first sort 

users by the length of their profiles (i.e. the number of 

ratings), then split them into two groups so that each 

group contains the 50% of the ratings, and finally split 

each group into two subgroups (as described in b) to get 

a more granular view of the data. 

In a similar vein, we use the following structure to 

identify the most well-liked products: 

The items are: a) sorted by total ratings; b) split in half 

so that each half comprises 50% of the total ratings. 

3.2 Optimization of the model parameters 

By manipulating the threshold at which an item is 

classified as "to recommend" or "not to recommend," 

ROC curves can be utilized to see the trade-off between 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(5s), 282–288 |  286 

TPR (i.e., recall) and FPR. A set of ROC curves can be 

obtained by varying the model's parameters (like the 

latent size of the singular value decomposition, which 

will be discussed in Section 4). In order to optimize the 

model parameters, according on the kind of dataset, we 

implement two strategies based on ROC curves: ROC1 

and ROC2. Leave-k-out and the random withholding of 

25% of the rated items for each user are the two 

methods. 

4. Result Analysis  

Movie Analytics 

Movie Analytics is an online service that streamlines 

the process of renting and analyzing films. The 

homepage of the work contains two buttons, one for 

customers to book a movie and the other for the admin 

to examine stats. Including a landing page, client 

page, and admin, this work provides a comprehensive 

solution for movie analytics. 

Booking and analyzing films is a breeze with Movie 

Analytics. It's a one-stop shop for the film business 

thanks to its interactive infographics and ability to 

estimate the best possible offer. This paper offers an 

end-to-end solution for movie analytics, covering 

everything from ticketing to analysis to forecasting. 

The results of an examination of our suggested system 

using several existing approaches and a wide range of 

parameters are shown below. 

4.1 Performance Parameters 

 

Fig 02: Performance analysis using different Parameters of the proposed system 

4.1 Comparative Analysis 

In order to analyses the practical application of a novel 

methodology, the results of the proposed system were 

analyzed using established methods for the various 

parameters, as shown in the figure below.  

 

 

 

Fig 03: Comparative analysis using a proposed system with existing one 
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5. Conclusion: 

The trials revealed that the system's accuracy is above 

average for more than 90% of the users. Also, those who 

have reviewed between 60 and 100 films had the highest 

accuracy. Because collaborative recommenders struggle 

on such user models, this is an advantage of the content-

based approach recommender. Combined features might 

be viewed as a potential future optimization for the 

stated prediction technique to further enhance accuracy. 

Our proposed method enhances the recommender's 

prediction accuracy by identifying situations in which 

two attributes appear together, which often leads to a bad 

proposal. 
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