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Abstract: Twitter has exploded in popularity in recent years as a place for users to discuss and share their thoughts on a wide variety of 

products and services. Researchers in the field of sentiment analysis have taken a keen interest in Twitter because of its rapid ascent to the 

top of the social media platform rankings. Businesses can learn a lot about their consumers' wants and needs and whether or not their 

products meet those wants and needs by conducting Sentiment Analysis. It's also used in healthcare to gauge public opinion on a drug or 

in politics to foretell the outcome of an election. Using NLP and ML techniques, Twitter Sentiment Analysis (TSA) is a helpful method 

for analyzing and categorizing the tone of tweets. Twitter's real-time data and potential uses in fields like advertising, brand management, 

and public opinion research have greatly contributed to its meteoric popularity. Previous studies have relied mostly on classical ML-based 

and lexicon-based approaches, rather than deep learning (DL) methods, for classifying emotional states in English tweets. In addition, a 

dearth of studies analyzes the polarity of tweets written in languages other than English, such as Arabic. When dealing with massive 

amounts of data, as is often the case with social network data, the deep learning approach has recently exhibited outstanding performance 

compared to typical ML algorithms. This article aims to give readers an introduction to DL for sentiment analysis on Twitter. The TSA 

task is first introduced briefly. We then discuss the TSA task's framework from multiple angles, focusing on Twitter sentiment analysis. In 

this article, we will go through the different methods for conducting sentiment analysis and their uses and difficulties. 
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1. Introduction 

In today's interconnected world, social media has permeated 

all aspects of human interaction. Platforms like Twitter have 

become instrumental in sharing information and expanding 

knowledge among individuals, who passionately discuss 

various topics such as products, services, events, or places. 

Through multimedia messages, people succinctly express 

their emotions [1]. SA plays a crucial role in understanding 

public opinion within the realm of social media. However, 

this task presents significant challenges due to the immense 

volume of text content generated by both humans and 

machines [2] [3]. Twitter allows users to share their 

thoughts through "tweets," which can be broadcast to 

followers or directed to specific users. As of 2016, Twitter 

boasted over 313 million monthly active users, with 100 

million users engaged daily [4]. Twitter sentiment analysis 

revolves around analyzing users' emotional states expressed 

in their tweets, determining the polarity of the text, and 

categorizing it into positive, neutral, or negative sentiments. 

Given the character limit of 140 imposed on tweets, users 

must effectively convey their messages while coping with 

the challenge of understanding the content and nature of 

specific tweets due to their sheer volume [5]. 

Deep learning, a subset of ML, has gained immense 

popularity by leveraging ANN with multiple layers to 

automatically learn hierarchical representations of data. 

This approach has proven effective in processing and 

extracting features from unstructured text data, including 

tweets. Sentiment analysis (SA), as a component of text 

classification, tackles the challenge of categorizing people's 

opinions or sentiments expressed in texts, thus enabling the 

identification of their interest in specific topics through the 

determination of positive or negative emotions [6]. In recent 

years, sentiment analysis has witnessed the adoption of 

various methods from NLP and ML. Deep learning 

techniques have gained prominence and achieved 

remarkable success in this domain. CNN and LSTM 

networks have emerged as particularly powerful models for 

sentiment analysis tasks. Extensive research has 

demonstrated their effectiveness, either individually or 

when combined. In the field of natural language processing, 

several methods exist for extracting meaningful features 

from words [7]. Word2Vec and Global Vectors for Word 

Representation (GloVe) stand out as two highly popular 

approaches. These methods provide ways to represent 

words as dense vectors, capturing semantic and contextual 

information. Word2Vec employs neural network 

architectures to generate word embeddings, while GloVe 

leverages co-occurrence statistics to create word 

representations. Both techniques have been widely adopted 

and have proven to be valuable resources for sentiment 
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analysis and other NLP tasks. 

This paper will follow the following outline: In Part 2, we'll 

take a look at several related research papers. Following 

that, section 3 explains the significance of sentiment 

analysis, and section 4 delves into previously conducted 

research on sentiment analysis that employed conventional 

methods, as well as instances of previously conducted 

studies that utilized DL methods, along with problems and 

uses of TSA. The conclusion of the paper can be found in 

section 5. 

Figures 1 and 2 show statistical analysis of the number of 

Twitter users per year and the population of the Twitter 

accounts country-wise. 

 

Fig 1.  Twitter user growth for every year [80] 

 

Fig. 2. The proportion of the population with Twitter 

Accounts [80] 

2. Related Work 

In their study, Sanjay et al. [8] conducted sentiment analysis 

on Twitter data related to the Indian farmer protests to gain 

insights into global public sentiment. They employed 

algorithms to analyze approximately twenty thousand 

tweets associated with the protests and assess the sentiments 

expressed. The researchers analyzed and contrasted the 

success of 2 popular text representation techniques BoW 

and TF-IDF, and discovered that BoW outperformed TF-

IDF in sentiment analysis accuracy. The study further 

involved the application of various classifiers, including 

SVM, RF, DT, and NB, on the dataset. The results revealed 

that the RF classifier achieved the best possible accuracy 

among the evaluated classifiers.  

In their research, Behl et al. [9] gathered tweets related to 

various natural disasters and categorized them into three 

groups based on their content: "resource availability," 

"resource requirements," and "others." To accomplish this 

classification task, they employed a Multi-Layer Perceptron 

(MLP) network with an optimizer. The proposed model 

demonstrated an accuracy of 83%, indicating its 

effectiveness in accurately classifying the tweets into the 

designated categories. 

In their study, Tan et al. [10] introduced a model that 

combined BI-LSTM, RoBERTa, and GRU models. To 

further enhance the general effectiveness of sentiment 

analysis, the model's predictions were averaged using 

majority voting. Addressing the challenges posed by 

unbalanced datasets, the researchers enhanced the data by 

utilizing GloVe pre-trained word embeddings. The 

experimental results demonstrated that the proposed model 

surpassed state-of-the-art approaches, achieving accuracy 

rates of 0.942, 0.892, and 0.9177 on the Sentiment 140, 

USAirlines, and IMDB datasets, respectively. 

For Aspect-level SA, Lu et al. [11] presented IRAN 

(Interactive Rule Attention Network). To simulate the 

operation of grammar at the sentence level, IRAN includes 

a grammar rule encoder that normalizes the result of 

adjacent locations. Furthermore, IRAN makes use of an 

attention network that interacts with its environment to 

better understand the target and its surroundings. We show 

that IRAN learns informative features successfully and 

beats baseline models by experimenting on the ACL 2014 

Twitter & SemEval 2014 datasets. As a result of these 

results, it is clear that IRAN is an effective tool for aspect-

level sentiment analysis, which can lead to enhanced 

performance in the field. 

In their study, Mehta et al. [12] conducted a relative 

investigation of SA specifically focused on big data. They 

identified six types of emotions, namely happy, sad, joy, 

surprise, disgust, and fear. Additionally, they judged various 

methods for emotion identification that can serve as 

potential avenues for future research in the field. This 

analysis provides valuable insights into sentiment analysis 

in the context of big data, offering a foundation for 

exploring emotion identification techniques and their 

applications. 

He et al. [13] introduced LGCF, a multilingual learning 

paradigm that emphasized active learning in both global and 

local contexts. Unlike its predecessors, this model, LGCF 
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demonstrated the ability to effectively learn the connections 

between target aspects and local contexts, along with the 

connections between target aspects and global contexts 

simultaneously. This innovative approach enables the model 

to capture and utilize both local and global contextual 

information efficiently, enhancing its overall performance 

in sentiment analysis tasks. 

In their study [14], an extensive evaluation of sentiment 

polarity classification methods was specifically designed for 

Twitter text. Notably, they expanded the comparison by 

including a combination of classifiers in their analysis and 

introduced the aggregation and utilization of manually 

annotated tweets for method evaluation. This aspect is 

considered a significant contribution because previous 

attempts at automated annotation based on features like 

emoticons have proven problematic. Such automated 

approaches often fail to accurately capture the overall 

sentiment expressed by the author, particularly when 

considering instances of neutral sentiment or the absence of 

sentiment in the text. The inclusion of manual annotations 

addresses this limitation and adds value to the evaluation 

process of SA methods for Twitter text. 

To better understand the state of the art in SA using DNNs 

and CNNs, Qurat et al. [15] undertook a systematic 

literature review of current studies. Topics covered in their 

investigation of sentiment analysis included text sentiment 

categorization, cross-lingual analysis, and both textual and 

visual analysis. Datasets were culled from a wide range of 

social media platforms. The authors presented the various 

stages of the successful construction of DL models in 

emotion analysis and noted that many difficulties in this 

field were efficiently solved with high accuracy using deep 

learning methodologies. With their more complex 

structures, deep learning networks were able to extract and 

represent features more accurately than traditional neural 

networks and SVMs. This study demonstrates the benefits 

of using DL models for sentiment analysis, which can lead 

to improved results in emotion analysis. 

3. Sentiment Analysis 

Text mining is used in the field of research known as 

opinion mining, which sometimes goes by the name 

sentiment analysis (SA). SA is a branch of study that 

analyzes people's perspectives and sentiments towards 

particular topics or events. A wide variety of activities fall 

under its purview, and it is referred to by a variety of names, 

including affect analysis, subjectivity analysis, review 

mining, sentiment analysis, opinion extraction, sentiment 

mining, opinion mining, review mining, and sentiment 

mining, to name a few [30]. 

SA involves the classification of text into positive, negative, 

or neutral categories. Its purpose is to analyze people's 

opinions in a manner that can aid business growth. Apart 

from polarity (positive, negative, and neutral), sentiment 

analysis also considers emotions such as happiness, sadness, 

anger, and more. To achieve this, it leverages different 

Natural Language Processing algorithms, including rule-

based, automatic, and hybrid approaches. Fig 3 shows the 

SA with Polarities. 

 

Fig 3. Sentiment Analysis 

3.1. Sentiment Classification Levels 

SA can be performed at various levels, including the 

document level, sentence level, and aspect/feature level as 

shown in Fig 4. 

3.1.1. Document Level Classification 

During this process, sentiment is extracted from the entire 

review, allowing for the classification of the opinion as a 

whole based on the overall sentiment expressed by the 

reviewer. The objective is to categorize the review as 

positive, negative, or neutral. 

For instance,  

“I went a Greece a couple of days ago. It was a very good 

place, although the cottages are so good to stay. The food 

was so tasty. I like that place!” 

Based on the given review, the classification of the 

sentiment is positive. Document-level classification is most 

effective when the document is authored by a single 

individual and conveys an opinion or sentiment regarding a 

single entity. 

3.1.2. Sentence Level Classification 

This process typically consists of two steps: 

• Classifying sentences into two categories: 

objective and subjective, known as subjectivity 

classification. 

• Classifying subjective sentences into either 

positive or negative categories, referred to as 

sentiment classification. 

Objective sentences convey factual information, while 

subjective sentences express personal feelings, views, 

emotions, or beliefs. To identify subjective sentences, 
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different approaches like Naïve Bayesian classification can 

be utilized. However, it is not enough to solely determine 

whether a sentence has a positive or negative opinion. This 

intermediate step helps filter out non-opinionated sentences 

and assists in assessing, to some extent, the positive or 

negative sentiments towards entities and their aspects. A 

subjective sentence can encompass multiple opinions and 

contain a mix of subjective and factual clauses. 

For example, 

“iPhone sales are flourishing despite the unfavourable 

economic conditions.” 

While SA at the document and sentence levels is valuable, 

it does not uncover specific preferences or dislikes of 

individuals, nor does it identify the targets of opinions. 

3.1.3. Aspect/Feature Level Classification 

 

Fig 4. Levels of SA 

The objective of this process is to identify and extract the 

attributes or features that have been mentioned by the 

opinion holder and ascertain whether the opinion associated 

with those features is positive, negative, or neutral. 

Synonyms of features are grouped, resulting in a feature-

based summary derived from multiple reviews. 

3.2. Types of SA 

Sentiment analysis systems can be categorized into several 

different types as shown in Fig 5. 

3.2.1. Fine-grained SA 

Highly positive and highly negative sentiment indicators are 

just two of the many subcategories that can be generated by 

these sentiment analysis algorithms. This method is similar 

to using a rating scale from one to five stars to assess 

customer satisfaction surveys, and it is effective. 

3.2.2. Emotion Detection Analysis 

These sentiment analysis systems focus on identifying 

specific emotions rather than simply categorizing positivity 

and negativity. They can detect a range of emotions such as 

happiness, frustration, shock, anger, and sadness. 

3.2.3. Intent-based Analysis 

Rather than simply recognizing opinions, these sentiment 

analysis systems can also determine the underlying 

motivations behind communication. They can tell, for 

instance, that someone who complains online about how 

difficult it is to replace a battery probably wants to talk to 

customer support about it. 

3.2.4. Aspect-based Analysis 

To determine if something is being spoken of favourably or 

unfavourably, these sentiment analysis systems examine its 

constituent parts. If, in a product review, a customer 

complains that the battery life is too short, the sentiment 

analysis algorithm will correctly determine that the 

customer's complaint is related to the battery life and not the 

product as a whole. 

 

Fig. 5. Types of SA 

4. Twitter Sentiment Analysis 

Within the broader field of sentiment analysis, TSA holds a 

distinct position and serves as a prominent area of research 

in computational semantics. The tasks involved in sentiment 

analysis encompass assessing the degree of polarity 

indicated in a text (e.g., positive, negative, neutral), 

recognizing the specific target or subject of the sentiment, 

associating sentiment with the relevant entity or individual, 

and determining sentiment for different aspects of a 

particular topic, product, or organization [31]. 

The primary objective of conducting TSA is to accurately 

classify tweets into different sentiment categories. In this 

research domain, numerous techniques have emerged, 

providing methodologies for training and testing models to 

evaluate their effectiveness. However, performing 

sentiment analysis on Twitter tweets presents unique 
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challenges. In the following discussion, we outline several 

reasons for these challenges [32]. 

• Limited tweet size 

• Use of slang 

• Features of Twitter 

• User Variety 

The aforementioned challenges need to be addressed during 

the pre-processing phase. 

Fig 6 shows the entire process of how we will classify 

Twitter tweets by using ML/DL algorithms, it follows some 

steps while performing TSA. 

Fig 7 explains what classification models are available for 

sentiment analysis tasks like supervised, Unsupervised, 

hybrid and lexicon and also different approaches for doing 

TSA while performing any real-time application scenarios. 

Fig. 6.  Workflow of Twitter Sentiment Analysis. 

. 

 

 

 

 

4.1. Classification Models 

4.1.1. Machine Learning (ML) Approaches for TSA 

By gathering and cleaning data, extracting features, training 

data with the classifier, and analysing outcomes, ML 

algorithms can build classifiers to finish sentiment 

categorization via feature vectors [33]. 

Using ML techniques, the dataset must be divided into a test 

group and a training group. The classifier is taught on 

training sets to recognise specific patterns in the text, and its 

effectiveness is measured on a test set. Classifiers (such 

as the NB classifier, the SVM classifier, the Logistic 

classifier, and the RF classifier) divide texts into categories. 

Researchers frequently employ machine learning as one of 

the most popular approaches to text classification. 

The effectiveness of sentiment classifiers on Twitter is 

primarily dependent on the quantity of training data as well 

as the feature sets that are extracted from that data. The use 

of SVM and NB classifiers, in particular, has become 

increasingly common in TSA methodologies. These 

strategies rely on ML approaches. The process of supervised 

ML algorithms for analysing sentiment on Twitter is 

depicted in Figure 8, which provides further explanation. 

To determine the polarity of Twitter sentiment, Anton and 

Andrey [34] created a model. Words with n-grams and 

emoticons were used to extract the features. The results of 

the experiment showed that SVM was superior to Naive 

Bayes. 

The SVM coupled with unigram feature extraction yielded 

the greatest overall performance, with an accuracy of 81% 

for precision and 74% for recall. 

Among the four popular classifiers, namely NB, SVM, K-

NN, and C4.5, the SVM classifier demonstrates superior 

performance across three datasets when different 

preprocessing methods are applied [35]. 

Naive Bayes algorithm for SA using data collected from 

Twitter.  

 

 

Fig. 7. SA Approaches 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(1), 235–266 |  240 

 

Fig. 8. Process of TSA using ML models 

 

Fig. 9. SA process in DL [81] 

 

Fig. 10. TSA using CNN [82] 
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The research involves a data crawler that retrieves Twitter 

data for analysis. The Naive Bayes algorithm is employed 

to classify the sentiment of the Twitter data into positive, 

negative, or neutral categories. The study conducted a 

comparison of the NB, SVM, and K-NN methods using 

RapidMiner. The NB method achieved an accuracy of 

75.58%, while the SVM method demonstrated an accuracy 

of 63.99%, and the K-NN method achieved an accuracy of 

73.34% [36]. 

4.1.2. Deep Learning (DL) Approaches for TSA 

DL, a subset of machine learning, focuses on algorithms that 

learn multiple layers of data representations or features, 

leading to cutting-edge classification outcomes. The idea 

behind neural networks is inspired by the intricate network 

of thousands of neurons in the human brain, as depicted in 

Figure 9. Recently, deep learning has garnered significant 

attention and has demonstrated remarkable achievements in 

various domains, including NLP, computer vision, speech 

recognition, and more. Its impressive performance in tasks 

such as language comprehension and image analysis 

suggests that it holds the potential for achieving similar 

levels of accuracy and efficiency in sentiment analysis, a 

crucial component of language understanding [37]. 

A. Convolutional Neural Networks (CNN) 

Unlike other types of neural networks, CNNs use a series of 

convolutional layers, pooling layers, dropout layers, and 

fully connected layers to achieve their desired results. After 

the input data has been processed by the convolutional and 

pooling layers, it is passed on to the fully connected layers 

for classification, where the most relevant feature 

representations have been extracted. Features to be 

recovered from the data are determined by the size and 

number of convolutional filters used. 

These filters are applied to the full input data set, allowing 

for the capture of duplicate features across several 

coordinate systems. Then, a max-pooling layer is used to 

pick out the most important features from the CNN's 

outputs. The cleansed data is then used as input in an RNN 

model for further classification. In the fully linked layer, 

where the output is produced, the activation function 

softmax is typically utilized. Several filters, kernel size, 

padding, strides, and activation functions are some of CNN's 

other important factors. In the provided experiment, CNN is 

set up using 24 filters, a kernel size of 4, 'valid' padding, 2x2 

strides, and the ReLU activation function. Figure 10 depicts 

the full procedure of a CNN. 

B. Long short-term memory networks (LSTM) 

LSTM is a specialized type of RNN that excels at processing 

sequential data like time series, speech, and text. With its 

ability to capture long-term dependencies, LSTM networks 

are particularly effective for tasks such as language 

translation, speech recognition, and time series forecasting. 

LSTM neural network is designed in Fig 11 to handle 

sequential data [38], while effectively mitigating the 

vanishing error gradient problem. Additionally, it excels at 

capturing long-term dependencies through its gated 

structure. Mathematically, we can represent it as follows: 

ℎ𝑡 h= 𝑓(𝑊ℎ. 𝑥𝑡 + 𝑈𝑡 . ℎ𝑡−1 + 𝑏ℎ)  (1) 

𝑓𝑡h = 𝜎(𝑊𝑓. 𝑥𝑡 + 𝑈𝑓. ℎ𝑡−1 +𝑏𝑓  (2) 

𝑖𝑡h = 𝜎(𝑊𝑖 . 𝑥𝑡 + 𝑈𝑖 . ℎ𝑡−1 + 𝑏𝑖)   (3) 

𝑜𝑡h = 𝜎(𝑊𝑜. 𝑥𝑡 + 𝑈𝑜. ℎ𝑡−1 +𝑏𝑜)   (4) 

𝑐𝑡h = 𝑓𝑡 ∘ 𝑐𝑡−1 + 𝑖𝑡 ∘ tanh(𝑊𝑐 . 𝑥𝑡 + 𝑈𝑐 . ℎ𝑡−1 + 𝑏𝑐) (5) 

ℎ𝑡h = 𝑜𝑡 ∘ tanh(𝑐𝑡 )    (6) 

 

 

Fig. 11. LSTM Process for TSA 

 

The aforementioned equations are associated with LSTM 

network mathematical calculations. 

Bidirectional LSTM (BiLSTM) is an enhanced version of 

the LSTM architecture. It comprises two LSTM units, with 

one unit processing the input sentence in a forward 

direction, and the other unit reading it in a backward 

manner. The hidden states of each LSTM unit are then 

concatenated to form the final word representation [39]. 

ℎ𝑡 𝑏𝑖𝑙𝑠𝑡𝑚 = ℎ𝑡 𝑓𝑜𝑟𝑤𝑎𝑟𝑑 ⊕ ℎ𝑡 𝑏𝑎𝑐𝑘𝑤𝑎rd  (7) 

where ⊕ denote the operator of the concatenation. 

C. Recurrent Neural Network (RNN) 

RNNs, possess the ability to retain information from 

previous inputs by utilizing an internal memory, making 

them suitable for handling sequential data like text, 

genomes, or numerical time series data [40, 41]. 

Predicting the next word in a sequence by considering the 

preceding words is a challenging task for traditional neural 

networks. However, RNNs overcome this challenge by 
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employing hidden layers that retain sequential information 

over time, enabling them to generate output [42, 43]. 

Every hidden layer in a recurrent neural network (RNN) 

possesses its weight and is accompanied by a sigmoid 

activation function. However, RNNs are limited to 

addressing short-term dependencies and struggle with 

handling long dependencies due to the vanishing gradient 

problem that arises during backpropagation through time 

[44]. 

 

D. Other Neural Networks  

Deep belief networks (DBNs) [45] are a type of deep neural 

network characterized by multiple layers of a graphical 

model that includes both directed and undirected edges. 

Each DBN consists of interconnected layers of hidden units, 

with connections between consecutive layers but no 

connections within a layer. Learning a DBN involves 

employing a greedy layer-wise learning algorithm. 

Recursive neural networks (RecNNs) [46] can be seen as an 

extension of RNNs and are commonly used to learn directed 

acyclic graph structures from data. In a RecNN, the hidden 

state vectors of the graph's left and right child nodes are 

utilized to compute the hidden state vector of the current 

node. 

Hybrid deep learning [47] represents another category that 

involves combining multiple deep learning techniques. 

Examples include the fusion of CNNs with LSTM [48], or 

the combination of probabilistic neural networks (PNNs) 

with a two-layered restricted Boltzmann machine (RBM). 

The ML and DL in Twitter sentiment analysis rely on a pre-

existing list of positive and negative words to determine the 

polarity of a message or the sentiment expressed by the 

individual being analyzed. Table 2 presents examples of 

Twitter sentiment analysis studies that have utilized ML/DL 

methods. 

4.1.3. Ensemble Approaches for TSA 

Ensemble methods, which involve the combination of 

multiple classifiers, are employed to enhance the accuracy 

and precision of predictions. In the realm of text 

classification, particularly Twitter sentiment analysis, 

leveraging ensemble methods can offer significant benefits 

by improving the classification accuracy of tweets. 

The main challenge in Twitter sentiment analysis lies in 

finding the optimal sentiment classifier that can accurately 

categorize tweets. Typically, popular base classifiers such 

as NB, RF, SVMs, and LR are employed, introducing an 

ensemble classifier that combines these base classifiers into 

a unified classifier, aiming to enhance the performance and 

accuracy of SA [53]. 

Recent research has shown that sentiment analysis of tweets 

can be useful in a wide range of settings. For instance, in 

work [54], the authors analyzed sentiments expressed on 

Twitter about getting vaccinated against pneumonia viruses 

right away between December 2021 and July 2021. Several 

DL techniques, such as RNN, LSTM, and bidirectional 

LSTM, were compared and contrasted for their efficacy. 

The highest levels of accuracy were obtained with LSTM 

(90.59%) and Bi-LSTM (90.83%). Aspect-based sentiment 

analysis was used with six Twitter emotions and four 

different BERT models [57] in a different study. The 

maximum accuracy of 87% was obtained using the 

proposed strategy. In [58], 54,065 tweets in Arabic were 

processed using four classifiers RF, gradient boosting (GB), 

K-NN, and SVM. An ensemble method was used to 

combine the four classifiers, resulting in an accuracy of 

89.12%. Finally, [59] analyzed tweets about the COVID-19 

vaccination in the US to see how vaccine resistance 

develops over time. 

Twitter sentiment analysis employs an ensemble-based 

approach that utilizes a pre-existing list of positive and 

negative words to ascertain the polarity of a message or the 

sentiment expressed by the individual under analysis. Table 

3 provides examples of studies in Twitter sentiment analysis 

that have adopted ensemble-based methods. 

4.1.4. Lexicon-based Approaches for TSA 

Following these guidelines is the basis of the lexicon-based 

approach: Three steps are involved in determining the 

polarity of a piece of text: (1) breaking down sentences into 

words, (2) matching those words to entries in a sentiment 

polarity lexicon, and (3) generating an overall score. 

Through this method, we may determine whether a piece of 

writing is positive, negative, or neutral in tone [66]. Words 

in the lexicon-based approach have their semantic 

orientation determined through the use of a dictionary or a 

corpus. The former is more straightforward and requires 

only the use of a sentiment dictionary containing opinion 

terms to ascertain the polarity score of words and phrases in 

the text. 

In their study, Asghar et al. [67] introduced an enhanced 

lexicon-based sentiment classification approach that 

integrated a rule-based classifier. The aim was to address 

data sparsity issues and enhance sentiment classification 

accuracy. The approach sequentially incorporated various 

classifiers, including those utilizing emoticons, modifier-

negation, Sentiment WordNet (SWN), and domain-specific 

classifiers. This sequential integration enabled accurate 

sentiment classification of tweets based on their polarity. 

The invented model got impressive F1 scores of 0.8%, 

0.795%, and 0.855% for three distinct datasets comprising 

drug, car, and hotel reviews, respectively. 

The lexicon-based approach in TSA relies on a set of 

positive and negative words that can be used to identify the 
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tone of a communication or the sentiment expressed by the 

individual being analyzed. Table 4 presents examples of 

Twitter sentiment analysis studies that have utilized lexicon-

based methods. 

4.2. Datasets 

Training ML algorithms can greatly benefit from access to 

social media data. Countless datasets may be accessed 

through open sources such as Kaggle, the UCI repository, 

and others. The exclusion of such information was 

deliberate, as it was unnecessary for the testing process. 

Below, we provide a few dataset descriptions, which are 

very popular for doing TSA. 

• The Sentiment140 dataset, sourced from Stanford 

University [48], comprises 1.6 M tweets discussing 

products or brands. The dataset was pre-labelled, 

associating each tweet with a polarity indicating the 

sentiment expressed by the author (0 for negative 

sentiment, 4 for positive sentiment). 

• The Tweets Airline dataset [49] is a collection of 

tweets expressing user opinions specifically related to 

U.S. airlines. This dataset was obtained through web 

crawling in February 2015. It consists of 14,640 

samples, which have been categorized into negative, 

neutral, and positive classes. 

• The IMDB Movie Reviews dataset [50] comprises 

comments from audiences discussing the narratives of 

films. The dataset consists of 25,000 samples, which 

have been categorized into positive and negative 

sentiments. 

4.3. Pre-processing 

Once the textual data from Twitter is collected, the 

subsequent step is pre-processing, which is implemented in 

Python. The pre-processing stage involves multiple steps, 

starting with the conversion of uppercase letters to 

lowercase. This step ensures uniformity in the text data and 

eliminates any potential discrepancies arising from the 

varying capitalization of letters [51]. 

For eg: FACEBOOK to facebook 

Filtering out irrelevant, inaccurate, or otherwise undesirable 

information is the essence of data pre-processing. It includes 

the following steps: 

• In the case of a Twitter dataset, this includes: removing 

retweets; 

• Stripping out URLs, symbols, punctuation, numbers, 

etc.;  

• Stemming and tokenizing the text; and  

• Stopword removal 

 

 

4.4. Feature Extraction 

4.4.1. Bag-of-Words (BoW): 

BoW represents text as a collection of unique words, 

disregarding their order and focusing on their frequencies. 

Each document or tweet is represented by a vector where 

each element corresponds to the occurrence or frequency of 

a specific word. Stop words and punctuation marks are often 

removed to reduce noise. 

Mathematically, the Bag-of-Words representation for a 

document can be represented as 

BoW(d) = [w1, w2, w3, ..., wn] 

Where: 

BoW(d) represents the Bag-of-Words representation for 

document d. 

w1, w2, w3, ..., wn represent the frequency or presence of 

each word in the vocabulary. 

For example, consider the following sentence: "The cat 

chased the mouse." 

Using BoW representation, we tokenize the sentence and 

create a vocabulary: ["The", "cat", "chased",  "mouse"]. 

Then, we count the frequency of each word in the sentence: 

[1, 1, 1, 1]. 

Finally, we represent the sentence as a vector using the word 

frequencies: [1, 1, 1, 1]. 

Note that in some variations of BoW, instead of frequencies, 

binary values (0 or 1) may be used to indicate the presence 

or absence of a word in the document. 

4.4.2. TF-IDF: 

TF-IDF computes a word's significance in a document by 

factoring in its frequency within the document (term 

frequency) and its scarcity across the entire collection of 

documents (inverse document frequency). This technique 

assigns higher weights to words that are more discriminative 

for sentiment classification. 

TF-IDF scores are calculated using the following step-by-

step formulas. 

tf(w,d)=log(1+fw,d)                                                  (8) 

idf(w,D)=log(N/f(w,D))                                           (9) 

tfidf(w,d,D)=tfw,d∗idf(w,D)                                  (10) 

4.4.3. Word Embeddings: 

Captures the semantic meaning of words by representing 

them as dense vector representations in a continuous space. 

Popular algorithms like Word2Vec, GloVe, and FastText 

learn these embeddings from large text corpora. In 

sentiment analysis, word embeddings can capture 

contextual information and relationships between words. 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(1), 235–266 |  244 

4.4.4. N-grams: 

Sequences of N words that span the same section of text. N-

grams are useful because they take into account word 

sequences rather than single words, thus capturing 

contextual information and dependencies. Single-word 

models (unigrams), double-word models (bigrams), and 

triple-word models (trigrams) all fall under the general 

category of N-gram models. 

Example: “I stay in Madras” 

Unigram   [“I”, “stay”, “in”, “Madras”] 

Bigram     [“I stay”,”stay” in” “in Madras”] 

Trigram    [“I stay in”, “stay in Madras”] 

 

 

 

 

 

 

 

 

 

 

 

Table 1. Different Implemented datasets used in Existing work for Twitter SA 

S.N

o 

Datase

t Name 
Description Source   

1 

Sentim

ent 

Self-

driving 

Cars 

In a 

straightforward 

task of Twitter 

sentiment 

analysis, 

participants were 

assigned the job 

of reading tweets 

and categorizing 

them as very 

positive, slightly 

positive, neutral, 

slightly negative, 

or very negative. 

Additionally, they 

were prompted to 

indicate if the 

tweet was 

unrelated to self-

driving cars.  

https://www.crowdflower.com/data-for-everyone/ 

  

 
 

https://www.google.com/url?q=https%3A%2F%2Fwww.crowdflower.com%2Fdata-for-everyone%2F&source=datasetsearch
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2 

Covid-

19 

pande

mic for 

Binary 

sentime

nt 

analysi

s 

The objective of 

this dataset is to 

facilitate 

sentiment analysis 

on tweets related 

to the COVID-19 

pandemic. The 

dataset consists of 

three versions, 

containing 

186,000, 132,000, 

and 82,000 

English tweets 

respectively, with 

stopwords 

removed. In all 

versions, tweets 

with a polarity of 

1 are considered 

positive, while 

those with a 

polarity of 0 are 

deemed negative. 

https://data.mendeley.com/datasets/t8bxg423yk/1  

  

https://www.google.com/url?q=https%3A%2F%2Fdata.mendeley.com%2Fdatasets%2Ft8bxg423yk%2F1&source=datasetsearch
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3 

Entity-

level 

Twitter 

Sentim

ent 

Analysi

s 

The provided 

dataset is 

designed for 

entity-level 

Twitter sentiment 

analysis, where 

the goal is to 

determine the 

sentiment of the 

entire sentence 

towards a specific 

entity. For 

instance, a 

sentence like "A 

outperforms B" 

would be 

considered 

positive for entity 

A but negative for 

entity B. The 

dataset comprises 

approximately 

70,000 labeled 

training messages 

and 1,000 labeled 

validation 

messages. It can 

be freely accessed 

on Kaggle's 

online platform. 

-   

4 

Arabic 

Sentim

ent 

Analysi

s 

Using a tweet 

crawler, they 

gathered 2K 

labeled tweets 

(1K positive and 

1K negative) on 

diverse subjects 

like politics and 

arts.  

https://archive.ics.uci.edu/ml/datasets/Twitter+Data+set+for+Arabic

+Sentiment+Analysis 

  

https://www.google.com/url?q=https%3A%2F%2Farchive.ics.uci.edu%2Fml%2Fdatasets%2FTwitter%2BData%2Bset%2Bfor%2BArabic%2BSentiment%2BAnalysis&source=datasetsearch
https://www.google.com/url?q=https%3A%2F%2Farchive.ics.uci.edu%2Fml%2Fdatasets%2FTwitter%2BData%2Bset%2Bfor%2BArabic%2BSentiment%2BAnalysis&source=datasetsearch
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5 

Entity-

level 

Sentim

ent 

Analysi

s on 

Multi-

Lingual 

tweets 

The provided 

dataset focuses on 

entity-level 

sentiment analysis 

of Twitter data. 

The purpose of 

this task is to 

evaluate the tone 

of a given 

message about a 

particular entity. 

The dataset 

consists of three 

classes: Positive, 

Negative, and 

Neutral. Messages 

that are deemed 

irrelevant to the 

entity are 

categorized as 

Neutral. 

Kaggle.com 
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6 

BTC 

Tweets 

Sentim

ent 

The dataset 

comprises 

Bitcoin-related 

tweets extracted 

from a daily 

sample, which 

were initially 

assigned 

sentiment scores. 

The last two 

columns, namely 

"New_sentiment_

score" and 

"New_sentiment_

state," were added 

based on 

predictions made 

by a trained NLP 

model. These 

additional 

columns serve as 

a comparison to 

the original 

sentiments. 

data.world 
  

 
 

7 
Sentim

ent 140 

Sentiment140 

enables users to 

explore the 

sentiment 

surrounding a 

brand, product, or 

topic on Twitter. 

Tensorflow datasets   
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8 

AfriSe

nti-

Twitter

-

Sentim

ent 

AfriSenti stands 

as the largest 

benchmark 

dataset for 

sentiment analysis 

in under-

represented 

African 

languages. It 

encompasses over 

110,000 annotated 

tweets across 14 

African 

languages. 

Huggingface.com   

9 

Twitter 

US 

Airline 

sentime

nt 

The task involved 

conducting 

sentiment analysis 

on the issues 

faced by major 

U.S. airlines. 

Twitter data from 

February 2015 

was collected, and 

contributors were 

instructed to 

classify tweets as 

positive, negative, 

or neutral. 

Furthermore, they 

were asked to 

categorize the 

reasons behind 

negative 

sentiments, such 

as "late flight" or 

"rude service." 

The unaggregated 

results, consisting 

of 55,000 rows, 

are available for 

download. 

-   
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4.4.5. Part-of-Speech (POS) Tags: 

POS tagging involves assigning grammatical tags (such as 

noun-verb-adjective) to each word in a sentence. These tags 

provide information about the syntactic structure of the text, 

which can be useful for sentiment analysis. For example, 

adjectives and adverbs often carry sentiment information. 

4.4.6. Sentiment Lexicons: 

Contain pre-defined sentiment polarity scores for words. 

These lexicons can be used to assign sentiment scores to 

individual words or calculate overall sentiment scores for 

documents or tweets. Examples of sentiment lexicons 

include AFINN, SentiWordNet, and VADER. 

4.4.7. Deep Learning-Based Features: 

With the rise of DL, features can be automatically learned 

from raw text data using neural network architectures. 

Techniques such as CNNs and RNNs can capture 

hierarchical and sequential patterns in text, extracting 

informative features for SA. 

 

 

Fig. 12. Sample tweets from the dataset

 

Table 2. ML and DL Approaches for TSA 

Ref Model Datasets 
Accuracy 

in(%) 
Limitation 

[16] 
NB, SVM 

and DT  

Publicly 

available 

The overall 

accuracy of 91 

Assumes 

independence 

between 

features 

[17] 
BPNN, 

SVM 

Kaggle 

dataset 

69.24.00 
Requires careful 

tuning of 

hyperparameters 

66.85 

[18] NB 
Self 

Constructed 
0.83   

[19] 

SVM, 

LibLinear 

Model 

Self 

Constructed 
0.98 

Low efficiency 

when there is 

more 

background 

noise in the data, 

as when the 

target classes 

overlap. 

[20] 

SGD, 

SVM, 

NB, DT, 

RNN, K-

NN 

SemEval 
85% with CNN 

and MAF 

Due to issues 

with vanishing 

gradients, 

simple RNNs 

struggle to 

process lengthy 

sentences. 
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[21] 

NB, 

SVM, 

Maximum 

Entropy 

IMDB, 

Amazon, 

Airlines 

twitter dataset 

0.88, 0.87, 0.93 

(LSTM) 

NB does not 

consider the 

context or order 

of words in a 

sentence, which 

can result in a 

loss of important 

information for 

sentiment 

analysis. It treats 

each feature as 

an independent 

entity, 

disregarding the 

sequential 

nature of text 

data 

[22] NB, SVM 
Self 

Constructed 

86.5%,72.6%  

87.96% 

SVMs can 

become 

computationally 

expensive, 

especially when 

working with 

large datasets or 

high-

dimensional 

feature spaces. 

Training an 

SVM model can 

be time-

consuming, 

particularly with 

non-linear 

kernels. 

[23] SVM 
Self 

Constructed 
0.75% 

Difficulty 

Handling 

Imbalanced 

Datasets 
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[24] 

NB, 

SVM, 

WordNet,  

Maximum 

Entropy 

Self 

Constructed 
0.74% 

NB assumes that 

the features 

(words or 

tokens) are 

independent of 

each other given 

the class label. 

This assumption 

may not hold 

true in real-

world scenarios, 

as words in a 

sentence can 

have complex 

relationships 

and 

dependencies 

[25] SVM, NB 
Twitter 

Dataset 
WordNet:0.89% 

SVM is 

computationally 

expensive, 

especially when 

working with 

large datasets 
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[26] 
LSTM, 

SPARK 

Sentiment140, 

Twitter 

Dataset 

Positive: 

83.12% 

LSTMs are 

designed to 

handle 

sequential data 

by capturing 

long-term 

dependencies, 

they may still 

struggle with 

capturing very 

long-range 

dependencies. 

Extremely long 

sentences or 

documents may 

pose challenges 

for LSTMs in 

effectively 

capturing 

relevant 

contextual 

information. 

Negative: 

78.8% 
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[27] 
SVM, 

CNN 

STS-Test,  

86.53% 

CNNs typically 

require fixed-

length inputs, 

which can be 

challenging 

when dealing 

with variable-

length texts such 

as tweets or 

user-generated 

content. 

Preprocessing 

techniques like 

padding or 

truncation may 

be required, 

potentially 

leading to 

information loss 

or mismatched 

contexts. 

STS-Gold, 

SS-Twitter 

SE-Twitter 

[28] CNN 

Twitter 

Dataset, 

Product Data 

review 

75.16% 

CNNs rely on 

pre-trained word 

embeddings, 

which may not 

adequately 

handle out-of-

vocabulary 

words or rare 

terms 

65.96% 
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[29] 

LSTM, 

DCNN, 

NB, SVM 

Twitter 

Dataset 

LSTM: 76.40% 

Deep CNNs rely 

heavily on the 

quality and 

representation 

of input 

features. The 

choice of word 

embeddings or 

other input 

representations 

can significantly 

impact the 

model's 

performance. 

Inadequate or 

suboptimal 

input 

representations 

may result in a 

loss of important 

sentiment-

related 

information. 

DCNN: 76.44% 

 

 

 

Fig. 13. Sample example for Sentiment 140 dataset 

 

These are just a few examples of feature extraction 

techniques used in SA. 

Figure 12 and Figure 13 display sample tweets from various 

datasets. The tweets in these datasets are visualized using 

word clouds, where positive and negative tweets are 

depicted separately. Figure 14 highlights the word cloud 

representation of positive and negative tweets from the 

datasets. 

(14) 
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Fig. 14. Sample Word cloud from the dataset 

Sample example for Predicted Sentiments from the 

Tweets 

1. “I dislike having to make phone calls and interrupt 

people's sleep” 

In the above example, the predicted sentiment is negative. 

2. “The food was meh” 

In the above statement, the predicted sentiment is neutral. 

3. “He is the greatest minister India has ever had” 

In the above tweet, the predicted sentiment is positive. 

4.5. Evaluation Metrics 

Our objective is not focused on creating a predictive model, 

but rather on the validation and selection of the best model 

using out-of-sample data. It is crucial to thoroughly validate 

the model's performance before calculating predictive 

values. The evaluation metrics play a significant role in 

quantifying the performance of the predictive model. When 

building the model, selecting the appropriate statistical 

metric is essential as it influences the evaluation and 

comparison of machine learning algorithm performance 

[52]. Moreover, the choice of metrics impacts the 

consideration of various characteristics in the results and 

ultimately affects the decision-making process for selecting 

the most suitable algorithm. In the context of classification 

problems, there are numerous statistical indicators available 

for investigation and analysis. Fig 15 shows the Confusion 

matrix to evaluate the performance of the ML/DL model. 

The evaluation metric of TSA is precision (P), recall 

(R), F1-score (F1) and accuracy (Acc). 

 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

𝐹1 =
2 ∗ 𝑃 ∗ 𝑅

𝑃 + 𝑅
 

𝐴𝑐𝑐 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
 

 

 

 

 

Fig. 15. Confusion Matrix 

4.6. Challenges 

While sentiment analysis shows promise, it has a number of 

obstacles that must be overcome before it can reach its full 

potential. One difficulty is that, despite the progress made 

by automated systems, human judgment is still superior in 

determining emotional tone. Automatic systems sometimes 

fail to correctly examine the specific contextual meaning of 

a word, and they have trouble telling the difference between 

sarcastic and serious writing. Acronyms and abbreviations 

can also be difficult to decipher. Furthermore, it can be 

difficult to categorize contradictory viewpoints like "I like 

the food quality, but the dish I ordered was not good" and to 

find genuine feedback within broad statements like "I 

astonished my brother on his birthday with a new branded 

watch, and he just distracts!" An automated method is also 

not likely to spot biased or false product or service reviews. 

Problems in analyzing emotions: 

Problems that frequently arise when performing sentiment 

analysis include: 

4.6.1. Neutral sentiments: 

Neutral sentiment comments often present challenges for 

sentiment analysis systems, as they are prone to 

misidentification. For instance, consider a customer who 

received the wrong colour item and left a comment stating, 

"The product was blue." Such a comment could be 

mistakenly labelled as neutral when in reality it should be 

classified as negative. 

4.6.2. Unclear language: 

Identifying sentiment becomes challenging when systems 

lack contextual understanding and fail to grasp the intended 

 

(11) 

(12) 

(13) 
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tone. Poll or survey responses like "nothing" or "everything" 

pose categorization difficulties when the surrounding 

context is absent; their sentiment could be labelled as 

positive or negative based on the specific question. This 

phenomenon is known as lexical ambiguity. Furthermore, 

training systems to accurately detect irony and sarcasm 

proves challenging, often leading to inaccurately labeled 

sentiments. Pronoun resolution presents another hurdle for 

algorithms, as determining the antecedent of a pronoun 

within a sentence can be problematic. For instance, in 

analyzing the comment "We went to a park and then dinner. 

I didn't enjoy it," the system may struggle to identify 

whether the writer didn't enjoy the park or the dinner. 

4.6.3. Unclassifiable language: 

Computer programs face challenges in comprehending 

emojis and distinguishing irrelevant information. To address 

this, careful consideration is required when training models 

to handle emojis and neutral data. This is crucial to prevent 

the improper flagging of texts by the models. 

4.6.4. Ambiguous sentiments: 

Individuals often express contradictory statements, leading 

to reviews that contain both positive and negative 

comments. To handle this scenario, a common approach is 

to analyze sentences independently. However, sentiment 

analysis tools can face challenges when encountering 

sentences that include contrastive conjunctions, which 

feature two contradictory words. For instance, consider the 

statement, "The packaging was terrible but the product was 

great." This type of sentence can potentially confuse 

sentiment analysis tools. 

4.6.5. Small data sets: 

SA tools exhibit optimal performance when applied to 

substantial volumes of text data. Smaller datasets often lack 

the necessary depth to provide meaningful insights. 

4.6.6. Language evolution: 

Language, particularly on the internet, undergoes constant 

changes, with users frequently employing new 

abbreviations, and acronyms, and exhibiting poor grammar 

and spelling. The ever-evolving nature and wide variation in 

language usage pose significant challenges for algorithms. 

4.6.7. Fake reviews: 

Distinguishing between genuine and fake product reviews, 

as well as other text generated by bots, can present 

challenges for algorithms. 

4.6.8. Human intervention: 

To ensure consistency and accuracy, even the most cutting-

edge AI-driven solutions for sentiment analysis and social 

media monitoring require human participation, as reported 

by Gartner. 

4.6.9. Dealing with analogies: 

The bag-of-words approach lacks effectiveness in making 

accurate comparisons. Due to its disregard for contextual 

relationships, a tweet such as "IITs are better than most of 

the private colleges" would be interpreted as positive for 

both IITs and private colleges within the model, overlooking 

the intended comparative aspect. 

4.7. Applications of SA 

Sentiment analysis has wide-ranging applications across 

various domains, including business and marketing, 

politics, healthcare, and public action. It extends beyond a 

single application and offers a multitude of users in different 

fields, aiding decision-making processes. 

A company's reputation is built on more than just the quality 

of its products. Customer service, content marketing, 

internet marketing, and social media initiatives are all 

crucial to its success. Using sentiment analysis to learn how 

people feel about a product, brand, or company from every 

viewpoint is a powerful tool. The public's perception of the 

company is heavily influenced by this all-encompassing 

perspective [72]. 

 

Fig. 16. Challenges of SA 

The application of SA in healthcare is evident, as 

demonstrated by studies proposing a service framework that 

utilizes sentiment analysis and spatiotemporal properties to 

identify disease outbreak locations [73]. Furthermore, 

sentiment analysis can aid in identifying the emotional 

needs of individuals during a disaster, enabling the 

implementation of suitable response and rescue efforts [74]. 

Additionally, sentiment analysis enables the assessment of 

an individual's level of depression by observing and 

analyzing emotions expressed in text [75]. 

Sentiment analysis has the potential to be utilized for 

predicting political elections, with Twitter data proving to 

be a reliable platform. A notable study found a 94% 
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correlation between sentiment analysis results from Twitter 

and polling data, suggesting that it has the capability to 

compete with sophisticated polling techniques [76]. 

The feedback of customers plays a pivotal role in the 

application of sentiment analysis, as it enables businesses 

and organizations to take appropriate actions for enhancing 

their products, services, and overall business strategies. This 

significance is evident in a study that examines the opinions 

and experiences of social media users regarding drug and 

cosmetic products, providing valuable insights [77]. 

Additionally, sentiment analysis proves valuable in 

identifying areas that require improvement in airport service 

quality, allowing for the implementation of corrective 

measures, such as paying attention to passenger feedback on 

social media platforms [78]. Moreover, sentiment analysis 

facilitates the analysis of trends and characteristics in 

people's food habits, offering valuable insights for 

businesses when devising product and marketing strategies 

[79]. 

5. Conclusion 

In this research, we give a comprehensive review of the 

ML/DL models and relevant approaches used for sentiment 

analysis of social network data. Several methods for 

assessing the emotional content of tweets are explored here. 

ML, ensemble methods, and lexicon-based approaches are 

all examples of such tactics.  

 

 

While ensemble models offer several advantages for Twitter 

sentiment analysis, they also have some limitations to 

consider: 

Table 3. 

Ensemble 

Approaches 

for 

TSARef 

Model Datasets 
Accuracy 

in(%) 
Limitation 

[53] 

Naïve Bayes 

Twitter 

Sentiment 

Corpus 

NB- 

75.91 
Require 

additional 

resources in 

terms of 

computational 

power, 

memory, and 

training time. 

Random forest RF-70.67 

SVM 
SVM-

74.61 

LR LR-74.15 

Ensemble 78.19 

[53] 

Naïve Bayes 

Healthcare 

NB- 

71..81 

higher risk of 

overfitting, 

particularly if 

the base 

classifiers are 

highly 

correlated or 

if the 

ensemble is 

trained on a 

limited and 

biased dataset 

Random forest RF-71.43 

SVM 
SVM-

70.30 

LR LR-68.92 

Ensemble 74.59 
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[53] 

Naïve Bayes 

First GOP 

Debate 

dataset 

NB- 

82.20 

The 

performance 

of ensemble 

models 

heavily relies 

on the 

diversity and 

quality of the 

base 

classifiers 

Random forest RF-82.57 

SVM 
SVM-

83.44 

LR LR-81.51 

Ensemble 83.78 

[53] 

Naïve Bayes 

Twitter 

Sentiment 

Analysis 

NB- 

73.65 
increased 

complexity 

when 

especially 

dealing with 

large datasets. 

Random forest RF-70.61 

SVM 
SVM-

74.36 

LR LR-74.33 

Ensemble 80.16 

[60] 

LSTM 

  

85.16 

Integrating 

LSTM models 

into ensemble 

frameworks 

can be 

challenging 

due to the 

sequential 

nature of 

LSTMs and 

their distinct 

input 

requirements. 

Three-CNN 84.11 

LSTMs are 

prone to 

overfitting, 

especially 

when the 

training 

dataset is 

small or when 

the model is 

overly 

complex 

Four-CNN 86.62   
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Four-CNN 

Features+SVM 
85.62 

  

Ensemble 

model 
85.71 

  

[61] 
Ensemble of 

SVM and RF 

Self-

constructed 
86.4 

SVM and RF 

may be 

affected by 

noisy or 

imbalanced 

data, which 

can result in 

suboptimal 

performance. 

[62] 
SentiBank, 

SentiStrength 
Twitter 91.32 - 

[63] SentiWordNet 
Publicly 

available 
73.64 - 

[64] ML, Lexicon 
Self-

constructed 
86.4 

Lexicon-

based 

approaches 

may face 

difficulties in 

accurately 

identifying 

and handling 

neutral 

sentiment, as 

lexicons are 

primarily 

designed to 

capture 

positive and 

negative 

sentiment 

polarities. 
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[65] 

SVM 

STS and 

HCR 

93.94 by 

SVM for 

STS and  

SVM and LR 

perform well 

when the 

relationship 

between input 

features and 

sentiment 

labels is 

approximately 

linear. 

However, 

sentiment 

analysis often 

involves 

capturing 

more complex 

non-linear 

patterns in 

text data. This 

limitation 

may result in 

lower 

performance 

for sentiment 

analysis tasks 

that require 

capturing 

nuanced 

sentiment 

expressions. 
NB 

85.09 by 

NB for 

HCR 

Datasets 

    

LR 

  

Table 4. Lexicon-based Approaches for TSA 
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Ref Model Datasets Accuracy 

in(%) 

Limitation 

[67] Lexicon & 

dictionaries 

Twitter review 

datasets(3) 

F1-score: 79.5 

for the second 

dataset 

F1-score: 85.5 

for the third 

dataset 

Difficulty with Mixed Sentiments or Emotions 

[68] Rule based 

classifier 

Own (Self-

constructed) 

92 percent for 

binary and 87 

percent for 

multi-class 

classification 

Rule-based classifiers are often designed based 

on specific domains or datasets. They may not 

perform optimally when applied to different 

domains or contexts, as the rules may not capture 

domain-specific sentiment patterns effectively. 

[69] Lexicon based 

models 

Stanford 

Twitter 

Sentiment, 

Obama McCain 

Debat 

STS: 96.11 

OMD: 88.84 

Lexicon-based approaches may struggle to 

accurately capture and handle such mixed 

sentiment patterns, resulting in 

oversimplification or misclassification. 

[70] SentiCircles OMD, HCR, 

STS-Gold 

72.39 may not adequately capture sentiment 

expressions related to specific topics, events, or 

cultural aspects. 

[71] Unsupervised 

lexicon models 

STS and OMD  72.6 for STS and  

69.2 for OMD 

Tweets frequently contain mixed sentiments or 

complex emotional expressions, which may not 

be accurately captured by unsupervised lexicon-

based methods alone. 

Additionally, Twitter-specific hybrid and ensemble 

methods for sentiment analysis are explored. When a large 

number of characteristics are used in the model, the study 

found that ML techniques, in particular SVM and MNB, 

deliver a high degree of accuracy. Although support vector 

machine (SVM) classifiers have become the de facto norm, 

lexicon-based approaches have proven to be effective with 

relatively low levels of human labour for tagging. Naive 

Bayes, Maximum Entropy, and Support Vector Machines 

all achieved around 80% accuracy when used in conjunction 

with n-gram and bigram models. Additionally, ensemble 

and hybrid-based algorithms performed better than 

supervised ML techniques (about 89%) when evaluating the 

sentiment of messages on Twitter. 

Through a comprehensive review of sentiment analysis 

techniques in recent papers, we conducted an analysis 

focused on the classification algorithms, datasets used, and 

accuracy achieved. This analysis aimed to provide an 

overarching assessment of sentiment analysis on Twitter. 

By deconstructing numerous existing works, this review 

identified several limitations and research gaps, which in 

turn serve as a foundation for future explorations in this 

field. 

After reviewing many studies, we found that hybrid and DL 

techniques were the most often used models for sentiment 

polarity analysis. Furthermore, most articles largely 

concentrated on presenting dependable results, giving 

computational time very little attention. This review paper 

provides a concise overview of tweets, encompassing the 

essential information needed to conduct a TSA. The paper 

effectively discusses the key aspects relevant to 

understanding and analyzing Twitter data for sentiment 

analysis. 

 

Fig. 17. Enhancing accuracy poses challenges in sentiment 

analysis 
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