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Abstract: TIn cloud computing settings, virtual machine (VM) migration and task scheduling are essential components that are meant to 

improve system efficiency and resource use. In this work, we present a unique method for effective task scheduling and virtual machine 

migration: the Cloud-Based Adaptive Multi-Agent Deep Deterministic Policy Gradient (AMS-DDPG). To improve resource allocation in 

cloud settings, the AMS-DDPG strategy combines the advantages of Adaptive Multi-Agent and Deep Deterministic Policy Gradient 

(DDPG). In order to further improve the AMS-DDPG technique's performance, we provide an iterative idea of War and Rat Swarm 

(ICWRS). This idea does parameter optimization inside the AMS-DDPG approach using War Strategy Optimization (WSO) and Rat 

Swarm Optimizer (RSO). In order to effectively adjust the settings of the AMS-DDPG approach and enhance its convergence and 

performance, WSO and RSO simulate war and swarm tactics, respectively. Through the use of simulated cloud computing scenarios, 

different workload patterns and system configurations are taken into consideration while evaluating the suggested technique. Our test 

findings show that, in comparison to conventional techniques, the AMS-DDPG methodology with the ICWRS approach performs better. 

By optimizing VM migration and task scheduling, the AMS-DDPG approach increases overall system efficiency, lowers energy 

consumption, and improves resource usage. Furthermore, by presenting a thorough hybrid optimization approach that makes use of deep 

reinforcement learning and optimization strategies inspired by nature, our study adds to the rapidly expanding area of cloud computing. 

The possibility of merging numerous advanced approaches for tackling complicated resource allocation challenges in cloud systems is 

shown by the combination of DDPG, AMS-DDPG, ICWRS, WSO, and RSO. Future research aiming at using intelligent optimization 

techniques to improve the scalability and efficiency of cloud computing systems has a potential direction thanks to this study. 

Keywords: Deep Deterministic Policy Gradient (DDPG), Iterative Concept of War and Rat Swarm (ICWRS), Rat Swarm Optimizer (RSO), 

Multi-Agent Deep Learning, Adaptive Multi-Agent System, War Strategy Optimization (WSO). 

1. Introduction 

Blockchain, cloud computing, and artificial intelligence are 

just a few of the new, wireless technologies that have 

garnered the Internet of Things (IoT)[1] many benefits. 

Since cloud computing can guarantee a wide range of 

features, it has attracted significant interest from academics, 

government agencies, and businesses alike . Fog computing, 

utility computing, and so on are all built right in. The 

demand model also strives for maximum efficiency in terms 

of both resources and output[2]. Therefore, several types of 

clouds, such as cloud federation, mobile, hybrid, private, 

and public, have been deployed to cater to the wide range of 

needs. Software as a Service (SaaS), Infrastructure as a 

Service (IaaS), and Platform as a Service (PaaS) are the 

three main categories of cloud services . With the PaaS, 

developers have access to a wide range of resources for 

enhancing cloud services, including virtual and physical 

machines, programming languages, operating systems, and 

control structure design patterns. The software as a service 

model provided a platform for accessing cloud-based 

software, allowing customers to hire developers and use the 

software on a pay-as-you-go basis. In addition, the IaaS 

provides access to virtualized physical assets, computers, 

and storage. In addition, the availability of resources may be 

increased or decreased in response to fluctuations in 

demand. 

The cloud data centre has been used by service providers all 

over the globe to deliver cloud services. Furthermore, 

critical hardware is considered the backbone of cloud 

services[3]. The high cost of maintaining cloud data centres 

due to their excessive energy usage is highlighted here. As 

a result of a number of factors, including inefficient data 

centre cooling, low server utilisation, and underutilised 

network hardware, data centre energy has been largely 

ignored. The cloud computing method is based on 

virtualization, which has created an isolated environment 

for a wide variety of applications. Functionalities such as 

hardware resource abstraction, streamlined access, and 

dynamic resource management have also been made 

available. In addition to improving a system's adaptability, 

it has simplified the process of replicating virtual instances 

and spreading service clients for isolation among nodes. 

Server virtualization has emerged as an important method 
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for maximising cloud computing by allowing several 

servers to use a single, widely distributed data center's 

resources. Therefore, the most popular methods for reducing 

power consumption and optimising resource utilisation 

inside a virtualized data centre are discussed. 

Significant approach to migrate the VM via the source into 

the target host was verified due to important constraints such 

as specific destination hosts[4]. Using these methods, 

migration time may be cut in half by making better use of 

available network capacity. In addition, virtual machine 

(VM) migration to the cloud has made use of the pre-copy 

paradigm. In this context, the term "data rate" refers to the 

filthy rate at which the VM's memory state has been 

modified during a migration. Edge clouds are challenging in 

comparison to traditional cloud data centres because of 

issues like live VM migration, short migration times, and 

high quality of service[5]. This is because the wide area 

network used by edge clouds is far more bandwidth-

constrained than the model used by data centres. In recent 

years, many meta-heuristic algorithm models have been 

developed to address the pressing problem of VM 

consolidation. Multi-objective optimisation problems as 

resource waste, migration time, resource utilisation, energy 

usage, and migration overhead have been taken into account 

by major VM consolidation approaches. To address these 

issues, we develop a novel virtual machine (VM) migration 

method using cloud-based model-based reinforcement 

learning. 

To construct a novel, highly effective cloud-based VM 

migration and job scheduling framework using federated 

learning and a hybrid algorithm model for cross-database or 

cross-host propagation.Second, using a mixed heuristic 

approach, create an AMS-DDPG model for relocating 

virtual machines and assigning work to them in the cloud. 

Construct a new model for an algorithm called ICWRS, 

which incorporates the two current algorithms. It is used to 

fine-tune the model's operating settings for optimal 

efficiency. Achieve the multi-objective functions by 

optimising for CPU use, energy consumption, makespan, 

migration cost, active servers, and quality of service. To 

examine the suggested framework from a variety of 

experimental perspectives, with the goal of achieving the 

guaranteed performance[6]. 

This work has been divided into the following parts. In Tier 

II, we survey the existing literature, in Tier III, we propose 

a model of VM migration and task scheduling in the cloud 

network using a hybrid optimisation strategy, in Tier IV, we 

use a hybrid heuristic algorithm based on the iterative 

concept of war and rat swarm to optimise the model's 

parameters, in Tier V, we implement an adaptive multi-

agent DDPG and objective function, and in Tier VII, we 

present our findings and draw our conclusions. 

2. Literature Survey 

Cloud computing has witnessed unprecedented growth, 

reshaping the landscape of modern computing by providing 

scalable and cost-effective solutions for businesses and 

individuals alike. This paradigm-shifting technology offers 

on-demand access to a vast pool of computing resources 

through the internet, enabling users to deploy and scale their 

applications and services without the need for extensive 

hardware investments. Virtualization, a core component of 

cloud computing, abstracts physical hardware into virtual 

resources, allowing multiple virtual machines (VMs) to run 

on a single physical machine (PM). This efficient resource 

utilization leads to significant cost savings and improved 

operational efficiency for cloud service providers. However, 

along with its numerous advantages, cloud computing poses 

several challenges, and energy consumption within cloud 

data centers (DCs) stands out as a critical concern. As the 

demand for cloud services continues to surge, the power 

consumption of servers, networking equipment, cooling 

systems, and other infrastructure components within DCs 

has escalated, resulting in significant operational costs and 

environmental impact. Cloud service providers are 

increasingly striving to strike a balance between delivering 

high-quality services and minimizing energy usage to 

improve cost-effectiveness and environmental 

sustainability. In the research by Khan et al. (2018), they 

developed a Genetic Algorithm-based approach to optimize 

VM placement in a multi-cloud environment. By 

considering various Quality of Service (QoS) constraints, 

their study aimed to intelligently distribute VMs across 

multiple clouds, thereby improving cloud resource 

utilization[7]. 

 In a study conducted by Ko et al. (2019) they introduced 

Particle Swarm Optimization (PSO) to improve the energy 

efficiency of VM placement, in cloud systems. Their 

research focused on selecting machines (PMs) for VM 

allocation with the goal of minimizing energy consumption 

while maintaining application performance. This approach 

proved effective in enhancing energy efficiency within 

cloud data centers [8].  

Shao et al. (2017) explored the use of the Ant Colony 

System (ACS) for VM allocation in cloud data centers. 

Their objective was to optimize resource utilization and 

energy efficiency by mimicking foraging behavior. They 

aimed to achieve a distribution of VMs across PMs thereby 

improving resource allocation [9].  

On the hand Zhang et al. (2020) proposed an approach 

called Q learning based VM allocation for placement of 

VMs in cloud data centers. This approach aimed to optimize 

resource utilization while meeting Quality of Service (QoS) 

requirements with a focus on adaptability and real time 

decision making, in changing cloud environments [10].  
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In their study Reji and Selvakumar (2019) employed the 

Deep Deterministic Policy Gradient (DDPG) approach to 

streamline the consolidation and migration of machines, in 

cloud data centers. Their technique yielded allocation of 

VMs resulting in utilization of resources and energy 

efficiency. This demonstrates the capability of DDPG to 

effectively handle action spaces [11].  

In their work Wang and colleagues (2021) introduced an 

approach using DDPG to allocate virtual machines (VMs) 

in multi cloud environments. Their strategy showed 

performance compared to methods particularly in terms of 

energy efficiency and resource utilization. This study 

highlights the potential of DDPG, in addressing VM 

allocation challenges, within cloud settings [12]. 

 Mnih and colleagues (2015), as Lillicrap and colleagues 

(2016) have made significant contributions to the 

application of DDPG in complex optimization problems, 

such as VM allocation. Their research is highly influential 

in the field of reinforcement learning, for control tasks. 

Their work paved the way for future innovations in 

reinforcement learning-based approaches[13].  

Sutton and Barto (2018) delved into the theoretical 

foundations of reinforcement learning, offering an in-depth 

introduction to the field. This fundamental knowledge is 

essential for understanding and applying RL algorithms, 

including DDPG, in various optimization tasks[14].  

Proximal policy optimisation techniques were described by 

Schulman et al. (2017) and are pertinent to work on 

RLbased VM allocation. Aligning with the goal of learning 

optimum VM allocation policies, their study advanced our 

knowledge of optimising policies in reinforcement 

learning[15]. 

3. ADVANCED VM Migration and Task 

Scheduling Model for Cloud Networks: A Hybrid 

Strategy for Optimisation 

3.1. Cloud System Overview 

All users have been able to use virtualized resources that are 

scalable and available on demand thanks to the cloud. In this 

case, the user only has to pay for the resources that they 

really utilize since they are available under the pay-per-use 

model. Additionally, by reducing their administration 

responsibilities, users may spread the pool of computing 

resources that have been allocated. Furthermore, under- and 

over-provisioning of resources was disregarded, and the 

expense of using hardware—which has been seen as a 

source of incentive for businesses moving their operations 

into the clouds—was kept to a minimum. IaaS, PaaS, and 

SaaS are among the many methods that have been portrayed 

as being over the cloud and specifically tailored for cloud 

computing. Additionally, based on the requirements, the 

user has chosen a service and an employment strategy. 

In this case, the cloud has been used at different levels across 

domains, resulting in a variety of actors having access to 

personal data stored on the cloud. 

Data owner: It is thought to be the primary player. 

Therefore, the decision has been made as to whether or not 

to use cloud-hosted services or host data there [16]. The 

ownership of the data might include several parties, 

particularly if the data was co-produced by multiple parties 

or is going to be aggregated in terms of multiple parties.  

Cloud Service Provider (CSP): As the entity that hosts the 

data, CSP is regarded as the main player in this scenario. 

Cloud-specific processing such as segmentation, data 

mining, statistics, indexation, research, storage, transfer, 

duplication, and more may be carried out over private data 

by it. As a result, it is represented by both software entities 

and persons. Additionally, it has taken covert steps that 

jeopardized the data's privacy. The CSP has emphasized the 

gain over the consumer behavior data, which has led to the 

definition of the data as a significant source of financial 

benefit. As a result, the CSP has made use of the data to 

create statistics that will improve services and create new 

enterprises.  

Cloud Service Broker (CSB): In this case, the actor is the 

business that has totaled the values of traditional cloud 

services based on the users of such services [17]. It has taken 

on three significant responsibilities including integration, 

aggregate broking, and customisation. The only function 

available to the CSB in the limited circumstances is 

consultation.  

Cloud-based service: The actor has portrayed a range of 

cloud-based apps and programs that are used to carry out 

services such as document management, medical 

applications, accountancy, cloud storage, collaboration 

tools, and so forth. The majority of the time, the application 

has obtained access to personal information in order to 

provide some kind of therapy. Furthermore, it has 

guaranteed that its services are safe and haven't 

compromised user privacy.  

The administrator of cloud-based services is regarded as the 

service owner. Control and improvement of the services are 

the main responsibilities [18]. When the administrator has 

been changed through CSP, the administrator has obtained 

the same incentive as the CSP to provide user information.  

Third parties providing cloud-based services are considered 

to be the ones who have used or are connected to the use of 

cloud-based services. Although this actor has generally been 

seen to be trustworthy, in the worst situations it has been 

thought to be untrustworthy and may jeopardize data 

privacy [19]. In Fig.1, this mechanism is shown. 
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Fig.1 Depiction for the overview of the cloud system  

3.2. VM Migration and Task Scheduling Issues 

Cloud computing relies heavily on virtual machines (VMs), 

and users often request completed tasks from the cloud. 

Moreover, users have submitted requests along with varied 

resource needs to the cloud system, and these requests have 

been handled through the task queue [20]. In addition, a VM 

manager has sent the input jobs from the task queue to the 

task schedulers. The available VMs have been assigned to 

the jobs by the task schedulers. work scheduling aims to 

reduce the overall completion time of all input tasks by first 

detecting the estimated resources so that the specific work 

may be scheduled on time, then making more efficient use 

of those resources, and then scheduling the tasks to be 

completed. There are two main stages where management 

of cloud resources is carried out. Initially, it was the task 

scheduling that established the value of the virtual machine 

in carrying out the tasks [21]. Task scheduling has been 

done for a variety of purposes, including but not limited to 

power management, load balancing, increased resource 

usage, and reduced execution time. In addition, the second 

stage involves the allocation of virtual machines (VMs) to 

actual hardware. 

Virtual machines can't be successfully deployed on hosts 

because they need resources that aren't being provided by 

the hosts. Other problems have arisen when assigning VMs 

to hosts due to insufficient host resources compared to the 

VMs' acquired resources. 

• Internet consumers now have access to virtualized 

software programs, computer power, and storage [22]. In 

addition, QoS has made use of the service level agreements 

made available through cloud services in order to make best 

use of the readily available resources. Finding that the server 

was overloaded led to the conclusion that there was a 

problem with the virtual machine migration procedure. 

Furthermore, memory size and range have been genuinely 

dynamic, making it challenging to transmit propagating 

bandwidth. Through the use of memory self-ballooning, 

efficient pre-copy termination, write throttling, memory 

compression, and de-duplication, the VM migration strategy 

has successfully reduced the VM size.  

It has also run into a wide variety of challenges, such as low 

bandwidth, unpredictability in the network, longer delays, 

and a higher packet loss percentage.  

Memory and storage may both be moved using VM 

migration strategies thanks to the shared network 

connection [23]. As an added bonus, postponing the VM 

migration's completion may sometimes result in a 

significant gain in terms of time.  

The difficulty rate for finding suitable stopping sites has 

been optimized. Limitations in application throughput, a 

high packet loss rate, and a sluggish response time are all 

indicators of migration noise, which have been reduced 

thanks to the VM migration method. Furthermore, the 

challenge that has given unanticipated behavior has 

deteriorated the predictive applications' preemptive 

resource needs.  

Why Data transmitted through the wrong network lines 

during VM migration, making security a concern; this is 

particularly problematic at greater communication 

distances. In addition, the limited isolation afforded by 

shared resources has allowed malicious VMs to access other 

VM address spaces and engage in malicious activity. • The 

data integrity has been guaranteed during the VM migration 

process by making full use of complex cryptographic 

functions [24]. 

3.3. Explanation of the Planned Approach 

Virtualized resources are those that can be made available 

to users through the internet and include things like 

computing power, storage space, and software programs. In 

addition, the Quality of Services has made use of varying 

degrees of service agreements and has been delivered 

through cloud service providers in order to make the most 

efficient use of readily available resources. Optimal VM 

allocation has been used to reduce data center energy usage. 

Consolidating virtual machines has improved the efficiency 

of the cloud data center's energy consumption when the off-

duty servers are taken into account [25]. The virtual 

machine (VM) has been deployed in a way that maximizes 

efficiency while minimizing expenses. Figure 2 presents a 

new model built in the cloud using an adaptive and heuristic 

algorithm that takes into account the shortcomings of the 

classic model. 
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Fig.2 New paradigm shown for virtual machine migration and scheduling of tasks

A novel paradigm for virtual machine migration and work 

scheduling has been developed to address various issues 

with the status quo. In addition, a novel AMS-DDPG 

method is created to accomplish cloud-based job allocation 

and virtual machine migration using a hybrid heuristic 

approach. To further address the shortcomings of the 

standard hybrid model, a new algorithm model known as 

ICWRS has been developed. Therefore, the AMS-DDPG 

technique's performance has been optimized by the use of 

this algorithm model. Thus, the suggested approach has 

achieved several multi-objective functions during the task 

scheduling phase, including CPU usage, energy, makespan, 

migration cost, active servers, and quality of service [26]. 

The proposed architecture has therefore been shown to 

reliably provide better cloud performance  and task 

scheduling rates across a wide range of experimental 

validations. 

4. Hybrid Heuristic Algorithm for Parameter 

Optimization: An Iterative Concept of War 

and Rat Swarm 

4.1.  Current WSO 

Based on their fitness rating, all 26 warriors have a 

likelihood of becoming either a commander or a king. 

Furthermore, the other troops have benefited from the 

commander and king's dissemination around the battlefield.  

Method of attack: Two different approaches have been 

taken into consideration. The soldier adjusts the position 

based on the kind's location and the commander [27]. Every 

soldier had the same rank at the start of the conflict. In this 

instance, the soldier carried out the plan, leading to a 

promotion. Every soldier's weights and rankings have been 

adjusted based on the success approach. As the fight draws 

to a close, the troops stay quite close to their objective, as 

does the army commander and the monarch. Equation (1) 

expresses it. 

                             

𝐴𝑧(𝑎 + 1) = 𝐴𝑧(𝑎) + 2 × 𝜔 × (𝐴 − 𝐵)

+ 𝑅𝐷 × (𝐶𝑧 × 𝐵 − 𝐴𝑧(𝑎)) 

              (1) 

The weight is shown here as, the king and commander's 

location is indicated as, and the new position is designated 

as. 

Rank and weight updating: Every seeking agent's location 

update has been dependent on the interaction between each 

soldier's rank, Commander, and King [28]. Furthermore, 

each soldier's rank is determined by their record of 

achievement in combat. Additionally, each soldier's rank 

indicates their proximity to one another, which is taken into 

account while determining their fitness level. Compared to 

the traditional approach, the weighted factors changed 

linearly, while the weight changed exponentially with the 

factor of.  

When a soldier's fitness in a new place is reduced to that of 

their former position, that previous location is considered 

acquired.  

                         

𝐴𝑧(𝑎 + 1) = 

(𝐴𝑧(𝑎 + 1)) × (𝐹𝑇𝑥 ≥ 𝐹𝑇𝑝𝑠) + (𝐴𝑧(𝑎)) × (𝐹𝑇𝑥 < 𝐹𝑇𝑝𝑠)                                                                                                                                           

(2) 

When the soldier updates successfully the location, the rank 
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of the soldier has been upgraded. 

𝑅𝐾𝑦 = 

(𝑅𝐾𝑦 + 1) × (𝐹𝑇𝑥 ≥ 𝐹𝑇𝑝𝑠) + (𝑅𝐾𝑦) × (𝐹𝑇𝑥 < 𝐹𝑇𝑝𝑠)                                                                                        

(3) 

The new weight factor is defined in Eq. (4) as a function of 

rank. 

                                             

𝐶𝑧 = 𝐶𝑧 × (1 −
𝑅𝐾𝑦

𝑚𝑎𝑥_ 𝑖 𝑡𝑒
)
𝜉

 

                                                                                          (4) 

Defense plan: In this case, the second plan's location update 

has been based on the sites. Additionally, there has been no 

change in the ranking or weight for updating. 

𝐴𝑧(𝑎 + 1) = 

𝐴𝑧(𝑎) + 2 × 𝜔 × (𝐴 − 𝐴𝑅𝐷(𝑎)) + 𝑅𝐷 × 𝐶𝑧(𝑐𝑚 − 𝐴𝑧(𝑎))                                                                                 

                                                                                                   

(5) 

 Because the prior approach contained the position of the 

random soldier, the examination of the war strategy in this 

case demonstrated maximum seeking space while 

assimilating. The soldier has completed additional stages 

and updated its positions in light of the greater significance 

of. The soldier has completed fewer stages and revised its 

places in light of the lower value. 

Replacement/relocation of weak soldiers: For each iteration, 

it has detected the weak soldier that has minimized fitness. 

Here, the multiple replacement techniques have been tested. 

Here, the simplest techniques have been replaced through 

the weak soldier along with the random soldier and it is 

given in Eq. (6). 

( ) ( )lbubRDlbaAw −+=+1                                                (6) 

Further, the second technique has been relocating the weak 

soldier closer to the median of the whole army on the war 

field and it is given in Eq. (7). Thus, this technique has 

enhanced the convergence rate of the behaviour of the 

algorithm. 

( ) ( ) ( ) ( )( ) AAmdaARDnaA ww +−−−=+ 11                       (7) 

4.2. Current RSO 

In general, the RSO algorithm model has included both the 

chasing as well as the attacking behaviour and thus it has 

aided to design of the algorithm model. The behavior of the 

rat has been aggressive in some cases, in which it has 

resulted in the death of some animals.  

Chasing prey: The rats are normally social animals that 

chase their food [29]. To determine the behavior of the rat 

that has regarded the better searching solutions that have the 

knowledge of the location of prey. Here, the other updated 

location in accordance with the better location solution has 

been obtained so far. It is derived using Eq. (8). 

                             

𝑍 = 𝑌 • 𝑍𝑒(𝑓) + 𝑋 • 𝑍𝑔(𝑓) − 𝑍𝑒(𝑓)  

                     (8) 

 Here, the position of the rat and the improved ideal solution 

are shown as and. Equations (9) and (10) have been used to 

derive additional and parameters. 

                                      

𝑌 = 𝑉 − 𝑓 × (
𝑉

𝑚𝑥𝑖𝑡
) 

                                                                                      (9)                                                          

Here, itmxf ,,2,1,0 =  

RDX .2=                                                                                (10) 

Moreover, the terms V  and X  are used to define the 

random number. Then, the random parameters Y  and X  

are more responsible for performing the better exploitation 

and exploration phase in terms of iterations. The fighting 

process of the rats along with their prey along with the time 

of hunting has been mathematically derived in Eq. (11). 

𝑍𝑒(𝑓 + 1) = |𝑍𝑔(𝑓)| − 𝑍                                              (11) 

The rate's next updated location is shown here as. 

Additionally, by using a better location, it has updated the 

locations of other seeking agents and preserved the original 

location [30]. Through the process of modifying the 

parameter values, both exploration and exploitation have 

been accomplished. Consequently, the best solution for 

certain operators has been automatically stored by the 

proposed algorithm model. 

4.3. Suggested ICWRS 

The cloud's virtual machine migration and task scheduling 

infrastructure has been significantly enhanced with the 

creation of the new hybrid algorithmic mode, or ICWRS. 

The two traditional algorithms have improvements and 

drawbacks. Better trade-offs between the exploitation and 

exploration stages have been achieved using the WSO 

model [31]. However, when combined with other meta-

heuristic models, there aren't any multi-objective functions. 

It is this method that has shown the multimodal and 

unimodal functions. It has provided an improved fix for 

optimization problems. Nevertheless, it has not been able to 

address the problems of objective optimization or multi-

objective optimization. As a result, several limitations have 

been addressed using novel formulations. 

The WSO model is used to carry out the update when the 

value is divisible by 5 and 7; otherwise, the RSO model is 

used. 

Thus, its pseudo-code is given in Algorithm 3. 
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Algorithm 3: ICWRS 

The army size, dimension of issues, and ranks of every 

soldier and certain parameters are initialized  

The fitness value of every searching agent is validated  

The best search agent is determined 

 If t is divisible by 5 and 7 

  Update the position using WSO  

 Else  

  Update the position using RSO  

 End if  

End  

Return better solution  

 

Then, Fig. 3 shows the flowchart model. 

 

Fig.3 The ICWRS model’s flowchart 

5. Vacuum Migration and Task Scheduling in the 

Cloud with Objective Function and Adaptive 

Multi-Agent Ddpg 

5.1. Deep Deterministic Policy Gradient 

The initialized configuration has been provided as the 

technique's input in this step.  

Taking into account the DDPG -dependent framework, the 

architecture is the same because the agents have both the 

actor networking model and the critic incorporated. When 

the actor is taken into account, it is seen as the policy 

function, in which it has interacted to monitor the state, 

considers continuous action via deterministic policy, and 

achieves the immediate reward. As a result, the critic 

updated the settings by using the action value functions. The 

agent's ultimate goal is to increase the long-term return by 

identifying the best resource allocation strategy.  

State space: In this case, the system's current state is 

determined by monitoring the utility rates of each base 

station, which is supported by both the Edge Cloud (EC) and 

the Back-end Cloud (BC), as well as the current task that 

has to be scheduled through BC or EC.  

Action Space: After taking into account each state, the 

agents have determined the bandwidth and virtual machine 

resources that will be used to carry out the task. In addition, 

the includes three parameters. In this case, the bandwidth is 

considered as, the CPU cycle is represented as, and the cloud 

has a value of either 0 or 1, indicating that the job has been 

assigned to the appropriate resources. 

Policy Gradient (PG) algorithms are a class of 

reinforcement learning algorithms used for training policies 

in a reinforcement learning setting. These algorithms 

directly learn a parameterized policy that maps states to 

actions, aiming to maximize the expected cumulative 

reward. The policy is typically parameterized by some 

learnable parameters denoted as θ. 

The objective function to maximize in policy gradient 

methods is the expected cumulative reward, also known as 

the expected return [32]. For a policy πθ, the anticipated 

return, represented by J(μ), is as follows: 

Eτ∼πθ[R(τ)] = J(θ) 

Wherever 

The trajectory τ=(s0,a0,r1,s1,a1,r2,…) is produced by the 

policy πθ. 

The cumulative reward earned in trajectory τ is denoted by 

R(τ). 

Finding the ideal policy parameters θ* that maximize J(θ) is 

the aim. Gradient ascent is used to update the policy 

parameters in a manner that raises the anticipated return in 

order to accomplish this. The policy gradient, represented 

by the symbol ∇J(θ), is the gradient of the anticipated return 

with respect to the policy parameters [33]. 

The formula for the policy gradient is: 

∇J(θ)=Eτ∼πθ[∇θlogπθ(τ)⋅R(τ)] 

Wherever 

The gradient of the trajectory's log probability under the 

policy πθ, relative to the policy parameters θ, is denoted by 

logπ(τ). 

In order to maximize the anticipated return, the policy 
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parameters are then changed in the direction of the policy 

gradient: 

J(θt) = θt+1 + α                                                                           (12) 

where learning rate (α) is expressed. 

In actual application, environmental samples are utilized to 

estimate the policy gradient. To stabilize and enhance the 

training process, a number of algorithms are used, including 

REINFORCE, PPO (Proximal Policy Optimization), A3C 

(Asynchronous Advantage Actor-Critic), and TRPO (Trust 

Region Policy Optimization). 

5.2. Deterministic Policy Gradient (DPG) Algorithms: 

Deterministic Policy Gradient (DPG) algorithms are a class 

of reinforcement learning algorithms that focus on learning 

deterministic policies in the context of continuous action 

spaces. In contrast to stochastic policies that output a 

probability distribution over actions, deterministic policies 

directly map states to specific actions. 

The objective of DPG is to maximize the expected 

cumulative reward for a deterministic policy. Let's define 

the deterministic policy as μθ(s), where θ are the learnable 

parameters of the policy. The expected return for a 

deterministic policy μθ is denoted as J(θ) and is given by: 

J(θ)=Es0∼ρμ,at∼μθ[∑t=0∞γtrt]                                                  

(13) 

 s0 is the initial state sampled from the state distribution ρμ. 

 

 at=μθ(st) is the action chosen by the deterministic policy at 

time t. 

 

 rt is the immediate reward received at time t. 

 γ is the discount factor. 

The deterministic policy gradient is the gradient of the 

expected return with respect to the policy parameters θ. It is 

denoted as ∇J(θ) and can be expressed as: 

∇(θ)=Est∼ρμ[∇θμθ(st)⋅∇aQμ(st,a)∣a=μθ(st)]          

   (14) 

where: 

Qμ(s,a) is the action-value function for policy μ, 

representing the expected cumulative reward starting 

from state s, taking action a, and following policy μ 

thereafter. 

In practice, the policy parameters are updated using gradient 

ascent to maximize J(θ): 

θt+1=θt+α∇J(θt) 

where α is the learning rate. 

DPG algorithms often use an actor-critic architecture, where 

the actor is the deterministic policy μθ(s) and the critic 

approximates the action-value function Qμ(s,a). The critic 

helps in estimating the policy gradient by providing the 

value function gradient ∇aQμ(s,a). 

Deep DPG (DDPG): This DPG variation is recognized for 

having both the policy that has been approximated and the 

critic together with the deep neural network model. In this 

case, the off-policy algorithm and sample trajectories via the 

experiences' replay buffer—which has been restored after 

the training phase—have been specified as the DDPG. It 

may also make use of the intended network. 

Fully connected networks (FCNs) have been used primarily 

as actor-networks and critic networks in the DDPG-

dependent architecture. As a result, they have large trainable 

weights and are able to achieve the global discriminative 

characteristics of the task sequences. 

5.3. MA-DDPG that adapts 

Adaptive Multi-Actor Deep Deterministic Policy Gradient 

(Adaptive MA-DDPG) is a reinforcement learning 

algorithm designed for cooperative multi-agent scenarios. It 

extends the DDPG algorithm to handle environments with 

multiple interacting agents. Each agent maintains its own 

deterministic policy, mapping states to continuous actions 

using actor and critic networks. 

The innovation in Adaptive MA-DDPG lies in its adaptable 

communication strategy among agents [34]. Agents 

communicate by sending and receiving messages to 

coordinate actions. The level of communication is 

dynamically adjusted based on performance. If agents are 

performing well individually, communication is reduced to 

streamline computations. Conversely, when coordination is 

crucial for improved performance, communication is 

heightened to facilitate effective collaboration. 

During training, agents receive their local observations and 

messages from other agents, using this information to 

update their policies. The critic helps estimate the action-

value function, enabling computation of the policy gradient 

for actor updates. The actors aim to maximize expected 

cumulative rewards for each agent based on this gradient. 

By dynamically regulating communication, Adaptive MA-

DDPG allows agents to strike a balance between 

collaboration and autonomy, crucial in achieving efficient 

and effective policies in complex cooperative tasks. This 

adaptability enhances scalability and robustness in multi-

agent environments. 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(1), 403–418 |  411 

Fig.4 Depiction of MA-DDPG model with parameter tuning 

 

5.4. Definition of the Objective Function and 

Constraints 

Here, a full explanation of the restrictions employed in the 

provided framework for performance improvement is 

provided.  

Quality of Service (QoS) may be described as the 

"objective, system-related characteristics that offer insight 

into the network/transmission level performance of the 

delivery service. 

" It is stated in Equation (15). 

    𝑍𝑍𝑣𝑣 =
∑ 𝑍𝑍𝑥𝑦𝑊𝑇𝑥𝑦
4
𝑥𝑦=1

∑ 𝑊𝑇𝑥𝑦
4
𝑥𝑦=1

                                            (15) 

Here,   the QoS value,  denotes the weight of   the criterion,  

is the index of the assigned weight, and  is the the QoS value 

of   the criterion.  

Energy Use: Equation (16) expresses it. 

𝑒𝑐𝑐𝑐 = ∫ 𝑐𝑝
𝑡𝑖2

𝑡𝑖1 𝑐𝑐
𝑑𝑡𝑖                                                 (16)                                                                           

Here, 

 the energy consumption is termed as   

 the power consumption is depicted as . 

CPU utilization: Eq. (17) provides the derivation. 

𝑐𝑝𝑐𝑐 = (𝑐𝑝𝑐𝑐
𝑚𝑎𝑥𝑐𝑐

𝑚𝑖𝑛

∗ 𝑈𝑅𝑐𝑝 + 𝑐𝑝𝑐𝑐
𝑖𝑑𝑙)                                (17) 

 

In this case, the CPU usage rate is shown as cpUR , 
max

cccp  

and 
min

cccp  is the power usage at its highest and lowest 

points. 

Migration Cost: This includes both downtime and the actual 

migration duration. It is stated in Equation(18). 

    𝑐𝑠𝑐𝑜𝑚 = 𝑐𝑠𝑟𝑒𝑞 + 𝑐𝑠𝑟𝑒𝑝 + 𝑐𝑠𝑝𝑎𝑡ℎ                             (18)                             
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The route establishment cost is shown here as pathcs  the cost 

of the reply message appears as repcs , the request message's 

cost is referred to as reqcs  and the price of the overhead 

related to communication is stated as comcs . Fig. 5 shows 

this mechanism in action. 

 

 

 

Fig.5 Solution encoding representation 

6. Results and Discussion 

6.1. Simulation Setup  

The suggested model for task scheduling and migration was 

coded up in MATLAB 2020a, and then an analysis was 

carried out on the results. In order to do a comparison, we 

used the programs Egret Swarm Optimization (ESO)-AMS-

DDPG and Dingo Optimizer (DO)-AMS-DDPG. 

6.1.1. Configuration setup 

The configuration settings for the recently developed 

scheduling model are provided in Table II. Within this 

model, it has been made easier to carry out the scheduling 

process by modifying the configuration values in a number 

of different ways. 

 

 

 

 

TABLE I.  CONFIGURATION VALUES FOR THE NEWLY 

PROPOSED SCHEDULING MODEL 

Configuration 

Number 

No of 

Vm 

No of 

Task 

1 10 100 

2 20 200 

3 30 300 

4 50 500 

 

6.2. Determination over the cost function in the interest 

of optimization 

It appears that in the context of task scheduling and 

migration models using diverse algorithms, you've 

compared the cost function values obtained from different 

models, specifically ICWRS-AMS-DDPG, ESO-AMS-

DDPG, DO-AMS-DDPG, WSO-AMS-DDPG, and RSO-
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AMS-DDPG. The comparison was visualized in Fig. 6, 

demonstrating that the ICWRS-AMS-DDPG model 

achieved lower cost function values compared to the other 

models. 

6.2.1. Cost Function 

The cost function, often denoted as ( J(θ) ) or simply ( f(x) 

), is a mathematical representation of the objective you're 

trying to optimize in your task scheduling and migration 

model [35]. It quantifies the 'cost' associated with a 

particular configuration, policy, or set of decisions in your 

model. 

6.2.2. Model Comparison 

Comparing the values of the cost function across models can 

give us insights, into how they perform relative to each 

other. In this case it is clear that the ICWRS AMS DDPG 

model outperformed the models mentioned as it achieved 

lower cost function values. 

This difference in performance highlights the importance of 

the ICWRS AMS model. Suggests that it is a more efficient 

and effective approach for solving the task scheduling and 

migration problem compared to the other models 

considered. 

This comparison plays a role in demonstrating both the 

effectiveness and efficiency of the proposed ICWRS AMS 

model providing strong evidence for its significance, in 

addressing task scheduling and migration challenges. 

 

  

(a) (b) 

  

(c) (d) 

Fig.6 shows the algorithmic validation of the recommended cloud-based task scheduling and virtual machine migration 

framework using the cost function in the following configurations: a) Configuration 1, b) Configuration 2, c) Configuration 

3, d) Configuration 4.

6.3. Validation for the purpose of scheduling tasks and 

migration 

Fig. 7 shows the validation of the newly proposed task 

scheduling and migration model in terms of classifiers and 

algorithms by adjusting the Active sensors, CPU usage, 

energy consumption, Make span, migration cost, and QoS. 

The recommended ICWRS-AMS-DDPG model has shown 
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superior value than other models when taking into account 

the value of active sensor and QoS. As a result, the value of 

CPU usage, energy consumption, make span, and migration 

cost have all increased. Therefore, compared to alternative 

ESO-AMS-DDPG, DO-AMS-DDPG, WSO-AMS-DDPG, 

and RSO-AMS-DDPG models, the recommended ICWRS-

AMS-DDPG model offers superior values of 2%, 25%, 3%, 

and 3% for the value of an active sensor. As a result, the 

classifier comparison reveals that in contrast to DRL+DQN, 

EPBLA, EEHVMC, and AMS-DDPG, the suggested 

ICWRS-AMS-DDPG has shown a lower value of active 

sensors at 5%, 10%, 20%, and 50%. 

 

 

 

 

(a) (b) 

 

 

 

 

 

(c) (d) 

  

(e) (f) 

Fig.7 Validation in terms of algorithms for the process of tsak scheduling and migration in the proposed model by means of 

a) Active sensors, b) CPU utilization, c) Energy consumption, d) Makespan, e) Migration cost and f) QoS 
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(e) (f) 

 

Fig 8. Validation in terms of classifiers for the process of tsak scheduling and migration in the proposed model by means of 

a) Active sensors, b) CPU utilization, c) Energy consumption, d) Makespan, e) Migration cost and f) QoS 

7. Conclusion  

This study presents novel research that develops a novel 

paradigm to solve many issues with conventional virtual 

machine (VM) migration and work scheduling techniques. 

With a particular emphasis on virtual machine migration 

and task scheduling, this study aims to improve the efficacy 

and efficiency of cloud-based operations by using cutting-

edge computational tools such as MATLAB 2020a and 

innovative algorithmic techniques. 
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Improving Task Assignment and Virtual Machine 

Migration Using an Innovative Hybrid Heuristic Method 

The main objective of this study revolves around the 

creation of a method known as Adaptive Multi Agent Deep 

Deterministic Policy Gradient (AMS DDPG). The purpose 

of this technique is to tackle the difficulties related to 

shifting machine tasks and distributing workloads in cloud 

environments. In order to streamline these procedures and 

effectively assign tasks the AMS DDPG approach 

incorporates a heuristic algorithm that combines elements 

from the Deep Deterministic Policy Gradient (DDPG) 

mechanism. The goal of the AMS-DDPG methodology is to 

improve overall system performance in the cloud by 

optimizing resource allocation. 

Taking Care of Limitations with the ICWRS Algorithm 

Model 

Additionally, a novel iteration formulation was created to 

overcome the limitations of the normal hybrid model, 

resulting in the development of the Iterative Concept of War 

and Rat Swarm (ICWRS) algorithm model. This model 

contributes to the optimization of the AMS-DDPG process 

by providing a distinctive and cutting-edge method for 

parameter optimization. By using ICWRS for parameter 

optimization, the model will be optimized and will function 

better in cloud-based systems. 

Multi-Objective Optimization for Enhanced Work 

Scheduling 

The suggested model has significant strength in the area of 

job scheduling, optimizing many multi-objective functions 

that are essential to cloud operations. These metrics include 

quality of service, makespan, energy consumption, CPU 

utilization, and migration costs. The complete strategy of 

the proposed model, which maximizes these complex 

features, represents a major advancement toward obtaining 

higher performance and more effective job scheduling in 

cloud computing settings. 

Elevated Performance and Task Scheduling Rates: 

Experimental Validation 

The suggested architecture has shown its ability to attain 

high performance and task scheduling rates in the cloud via 

an extensive experimental validation procedure. The 

comprehensive experimental validations were out on a 

variety of circumstances and workloads validate the 

effectiveness of the suggested model. The promising results 

validate this research's ability to greatly influence and 

progress cloud-based operations, opening the door for more 

study and use in actual cloud systems. 

To sum up, our study has made significant contributions to 

the field by creating and validating a novel and 

comprehensive model that includes the ICWRS algorithm 

model, the AMS-DDPG method, and multi-objective 

optimization approaches. When combined, these elements 

provide a thorough answer to the problems associated with 

virtual machine migration and job scheduling, 

demonstrating the potential to improve cloud computing's 

effectiveness and performance. The promising experimental 

results highlight the importance of this work and provide 

new directions for further study and real-world 

implementation in the rapidly developing field of cloud 

computing. 
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