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Abstract: Unexpected impulsive cardiac death (ISD) can occur when a person has cardiovascular illness. Electrocardiogram (ECG) 

signal can be used to identify impulsive cardiac mortality risks.This paper describes an intelligent human cardiac monitoring approach 

based on machine learning. Existing method suffers from misclassification of heart diseases. To reduce misclassification, we have 

proposed two innovative models for cardiovascular disease (CVD) identification. In First model, Principal component Analysis (PCA) 

features and Wavelet transform (WT) features are applied for machine learning classifiers such as Multinomial logistic regression (MLR) 

and Random Forest (RF) to find CVD. In model 2: Heart Rate Variability (HRV) and WT features are applied to Nave Bayes (NB), 

Decision Tree (DT) and k nearest neighbour (KNN) machine learning classifiers for classification in order to create an intelligent 

machine learning based cardiovascular diseases risk monitoring system.  Effective features are important when Data is classified into 

normal or abnormal subjects. Proposed novel approach identified risks with the highest degrees of accuracy: 99.6(model 1 by MLR), and 

99.3% (model 2 by DT).The outcomes demonstrate that the proposed strategy is reliable and effective for identifying impulsive cardiac 

risk. Effectively identifying risk factors for impulsive cardiac death is the goal of the proposed research 

Keywords: ECG, biomedical signal processing, heart rate variability, wavelet transform, PCA, Impulsive cardiac death (ISD) 

1. Introduction 

This In order to find accurate learning, artificial 

intelligence, machines, and neural networks have been 

introduced to the biomedical area. Impulsive cardiac death 

(ISD) refers to unanticipated fatalities from cardiovascular 

illness that have a date and time but are not foreseen in 

advance. The majority of fatalities are caused by severe 

abrupt cardiac arrest; these cases should be found quickly. 

An electrocardiogram (ECG) is a recording of the 

electrical activity of the human heart that includes data on 

P, Q, R, S, T, and U waves. Using this data, biomedical 

signal processing may filter out noise and get precise 

information. Transforms are used to process the data that 

was obtained after filtering in order to obtain the ECG 

signal's characteristics. By employing features extracted 

from the ECG signal, machine learning classifiers are 

utilized to categories anomalies in the ECG signal. Several 

criteria, including time domain features, frequency domain 

features, and wavelet analysis, are used to determine 

abnormalities in ECG signals. Amplitude, intervals, peaks, 

mean, variance, standard deviation, median, energy, and 

noise power are some examples of these properties. 

Features selection performance are measured in terms of 

True positive, True Negative, Falsepositive, False 

Negative, Precision, Recall, F- measures, sensitivity, 

precision and specificity.  

The current state of ECG research is difficult since there 

are so many restrictions on the signals that may be 

analyzed, including sampling frequency, signal duration, 

sample count, filter selection for noise removal, and 

classifier selection for classifying the signal into normal or 

abnormal patients. These elements will determine the 

features used for classification's accuracy, sensitivity, and 

specificity. A dimension-reduction method, PCA also 

includes Eigen values, Eigen vectors, and other 

characteristics. Deep neural networks and machine 

learning classifiers are also applied to image analysis to 

categories target detection results.    

In order to identify and categories diseases accurately, 

artificial intelligence, machine learning, and neural 

networks have been introduced to the biomedical 

profession. The rate of sudden cardiac mortality has been 

rising rapidly over the past 20 years. Death occurs shortly 
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after the patient's symptoms are identified. Currently, an 

embedded hardware module is required to recognize 

sudden cardiac death and diagnose cardiovascular 

illnesses. Even though there are many hardware modules 

described in the literature, effective hardware architectures 

were still needed to detect anomalies in the ECG signal.  In 

this study, we suggest a brand-new hardware component 

for diagnosing cardiovascular conditions. Architecture's 

approaches for classifying diseases play a significant role 

in addition to hardware module methods. 

The motivation of the focusing work is Disease 

classification. Feature extraction and disease identification 

are measured by accuracy in terms of true positive rate, 

true negative, false positive and false negative 

2. Literature Survey 

Automatic atrial fibrillation identification has been 

established based on heart rate variability and ECG 

spectral characteristic. There are some difficulties in the 

work proposed by Abbasi [1] that will be the subject of 

future study on the EEG signal.      ECG-based biometrics 

are a new trend for identifying attendance of a certain 

person, and biometric is attendance for many organization 

personnel. Adeli et al. [2] present a brief review of 

artificial intelligence, machine learning, fuzzy systems, and 

neural networks. Impulsive cardiac death (ISD) refers to 

unanticipated fatalities from cardiovascular illness that 

have a date and time but are not foreseen in 

advance.Convolutional neural networks are used to 

anticipate patient abnormalities through simultaneous ECG 

and EEG monitoring of human health. The majority of 

fatalities are caused by severe abrupt cardiac arrest, which 

should be detected quickly. Ahmadlou et al. presented 

neural network-based cardiac disease identification [3]. 

Our future work will focus on the aberrant identification of 

heart disease using neural networks. A. Rahman et al. [4] 

perform the classification of heartbeats and the detection of 

cardiomyopathy.  

A person with ventricular arrhythmia is the cause of rapid 

cardiac death. Various machine learning classifiers have 

automated strategies in place to identify this danger. 

Ahmadlou et al. designed a deep neural network model for 

local decision circles.  Today's classification and 

regression-based industry is led by machine learning and 

deep learning algorithms. A smart vest system with an IOT 

module was created to assess signal quality and detect 

light-weight QRS to diagnose cardiovascular disorders [5]. 

[QRS fragmentation is one way used by different machine 

learning classifiers to recognize and quantify ECG data. 

C.H. Hung introduced a health management strategy that 

uses blood pressure measurements on older adults to 

identify cardiovascular problems. Arterial Stiffness is 

monitored thorough wearable sensor by machine learning 

algorithms’ module and PPG module is integrated with 

Micro controller unit to monitor Arterial Stiffness of the 

patient [6]. Wireless monitoring systems have been 

employed in optical remote sensing to track patients' 

cardiovascular illnesses using ECGs received from sensors 

placed on their bodies. A person with ventricular 

arrhythmia is the cause of sudden cardiac mortality; 

different machine learning classifiers have automated 

strategies in place to identify this risk [7]. Applications for 

signal processing and picture processing use the effective 

wavelet transform technology. Machine learning and 

neural networks are two distinct artificial intelligence 

techniques for applications in classification and regression. 

Intelligent machine monitoring based on wavelet 

transforms and neural networks is shown with sound signal 

processing.A sudden cardiac death analysis model was put 

up by Ebrahimzadeh et al. [8] to detect sudden cardiac 

arrest utilizing linear techniques and time frequency 

methodologies.  A smart vest system was created using an 

IOT module for light-weight QRS detection and signal 

quality assessment in order to detect cardiovascular 

illnesses. Ebrahimzadeh et al. implemented the MIT BIH 

database-based feature selection-based HRV for 

forecasting sudden cardiac death [9]–[10].Machine 

learning classifiers are evaluated and trained to identify 

diseases with the best degree of accuracy. Here, KNN and 

SVM machine learning classifiers produce relatively low 

values for accuracy, sensitivity, and specificity. The neural 

network classifier Multilayer Perception (MLP) is one of 

the most efficient ones. Data was classified into sudden 

cardiac arrest or normal using time domain ECG 

characteristics applied to MLP [11].ECG signal database 

for normal and abnormal subjects is obtained from MIT 

BIH arrhythmia, morphological and dynamic features are 

extracted with heart beat classification by using wavelet-

based support vector machine classifier which has low 

accuracy to find cardiovascular abnormalities [12]. 

Numerous publications have utilized the MIT BIH 

database-based feature selection-based HRV for 

forecasting sudden cardiac death. Machine learning 

algorithms use wearable sensors to assess arterial stiffness. 

Microcontroller unit and ECG and PPG modules are 

integrated to track the patient's arterial stiffness [13].Here, 

KNN and SVM machine learning classifiers produce 

relatively low values for accuracy, sensitivity, and 

specificity. The neural network classifier Multilayer 

Perception (MLP) is one of the most efficient ones. using 

categories data into sudden cardiac arrest or normal, time 

domain derived features from the ECG were applied using 

MLP.Implemented random survival forest classifier for 

patients' cardiac arrhythmia detection [14].Pan Tompkins 

algorithm is used to find HRV from preprocessed ECG, 

then machine learning classifiers like DT, SVM, KNN, and 

NB classifies data into normal or abnormal. Machine 
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learning classifier model implemented for left ventricular 

hypertrophy detection in young adults [15]. 

Machine learning and deep learning algorithms leads 

present industry which depends on classification and 

regression issues. Bio medical industry mainly depends on 

artificial intelligence which identifies diseases based on 

image or signal received. Griet. et. al. [16] introduced QRS 

fragmentation as one of the methods to detect and quantify 

ECG by various machine learning classifiers, new 

methodology which rely on wavelet packet transform for 

recognizing impulsive cardiovascular illnesses. supervised 

learning, semi-supervised learning, unsupervised learning, 

and reinforcement learning are the four categories of 

machine learning classifiers. The top three most precise 

machine learning classifiers are KNN, SVM, and DT. Only 

97.3% accuracy was obtained using the non-linear HRV 

feature-based sudden cardiac death prediction technique 

proposed by DT, KNN, and SVM [17]. Houshyarifar. et. 

al. [18] published a review on ECG analysis to predict 

coronary artery disorders. 

The rate of sudden cardiac mortality has been rising 

rapidly over the past 20 years. Death occurs shortly after 

the patient's symptoms are identified. Currently, an 

embedded hardware module is required to recognise 

sudden cardiac death and diagnose cardiovascular 

illnesses. Even though there are many hardware modules 

described in the literature, effective hardware architectures 

were still needed to detect anomalies in the ECG signal.  In 

this study, we suggest a brand-new hardware component 

for diagnosing cardiovascular conditions. Architecture's 

approaches for classifying diseases play a significant role 

in addition to hardware module methods. Early risk 

identification of cardiac patients using discrete wavelet 

transforms and nonlinear features using DT, SVM, and 

KNN classifiers. Supervised learning, semi-supervised 

learning, unsupervised learning, and reinforcement 

learning are the four categories of machine learning 

classifiers. The top three most precise machine learning 

classifiers are KNN, SVM, and DT. Only 97.3% accuracy 

was reached by the non-linear HRV feature-based sudden 

cardiac death prediction technique proposed by DT, KNN, 

and SVM[19].There are techniques based on genetic 

algorithms, fuzzy systems, sparse coding, and ensemble 

learning for automatically identifying cardiovascular 

disorders. The use of independent component analysis led 

to the proposal of a deep neural network for ECG 

biometrics [20]. Disease difficulties brought on by the 

human body are also covered. To characterize signal 

properties, multiple frequency transformations are 

available. A convolution neural network based on the short 

time Fourier transform (STFT) was introduced to detect 

arrhythmia in the human heart's ECG signal [21].    

Bio medical industry mainly depends on artificial 

intelligence which identifies diseases based on image or 

signal received. J. Amezquita.et.al [22] presented new 

methodology which depends on wavelet packet transform 

for identifying impulsive cardiovascular diseases. 

Muhammed amin et.al. proposed drivers stress detection 

model using fuzzy systems and deep neural network [23]. 

Presented risk prediction model architecture to identify 

cardiac arrhythmias in patients by random survival forest 

[24]. Pulse transit time is the method to measure blood 

pressure level which shows severity of heart diseases in 

human.               

In Optical remote sensing, wireless monitoring system has 

been implemented to monitor cardiovascular diseases of 

the patient with ECG obtained by sensors attached in body 

[25].  Machine learning methods, point care plots and 

recurrence plots are new estimation methods in biomedical 

signal processing for feature extraction, feature 

construction and feature classification. Methods bases on 

genetic algorithms, fuzzy systems, sparse coding and 

ensemble learning for automatic cardiovascular diseases 

identification were exist [26]. Pan Tompkins algorithm is 

used to find HRV from preprocessed ECG, then machine 

learning classifiers like DT, SVM, KNN, and NB classifies 

data into normal or abnormal [27].M Rizwan et.al. 

presented risk prediction model architecture to identify 

cardiac arrhythmias in patients by random survival forest 

[28].  

ECG database taken from MIT BIH physio net website. 

Architecture for proposed method which detects since the 

work focuses on the cardiovascular diseases, reviews on 

the cardiovascular diseases advances in ECG are discussed 

in literature. The disease challenges resulting from human 

body are also discussed Prasad et al. [29] proposed wavelet 

and RR based neural network architecture to automatic 

classification of ECG arrhythmia with the help of multi 

resolution analysis. Pulse transit time is the method to 

measure blood pressure level which shows severity of 

heart diseases in human [30]. Review on ECG analysis to 

predict coronary artery diseases presented by R liew [31]. 

R. Sparapani et al.  proposed a model for detection of Left 

ventricular hypertrophy by using regression tree algorithm 

[32]. 

   Now a days may people are getting affected with 

brain tumor worldwide, it is not just limited to old age 

people but also found in the early age peoples also. A 

tumor developed inside the brain due to irregular growth of 

cells within the brain cranium. Sambath Kumar and 

Rajendran proposed a model for automatic brain tumor 

segmentation using neural network [33]. ECG based 

biometric is new trend for identifying attendance of 

particular person [34]-[36]. Cost of the module, area 

occupied by the overall module and time taken to execute 
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function were problems in existing works. Robustness and 

sensitivity are also problems found in literature. But our 

proposed model only rectifies cost, area and executed time 

to find diseases. We try to overcome these drawbacks in 

future. Some problems found in existing works [37]. An 

electrocardiographic system presented for identifying left 

ventricular hypertrophy in young adults by using machine 

learning algorithms [38]. Biometric is attendance for 

several organization employees,Human health monitoring 

through simultaneous ECG and EEG signals are monitored 

to predict abnormalities of patient based on convolution 

neural network [39]. 

 Discrete wavelet transforms and nonlinear features based 

early risk identification of cardiac patient by DT, SVM and 

KNN classifiers [40].Wavelet transform is efficient 

transform technique used in signal processing and image 

processing applications. Neural network and machine 

learning two different methods in   Artificial intelligence 

for classification and regression applications. Neural 

network and wavelet transform based intelligent machine 

monitoring presented with sound signal processing [41]. 

KNN classifier-based abnormality detection has been done 

and novel LMS algorithm based adaptive filter to eliminate 

noise and interference in ECG signal [42].    SVM 

classifier-based abnormality detection has been done and 

DENLMS algorithm based adaptive filter to eliminate 

noise and interference in ECG signal [43] Rapid 

technological advancements in health care is due to smart 

health care devices. Remote real time cardiac health 

monitoring by IOT based platform using tuned twin 

support vector machine [44].Machine learning methods, 

point care plots and recurrence plots are new estimation 

methods in biomedical signal processing for feature 

extraction, feature construction and feature classification. 

Statistical and machine learning methods presented for 

fault identification and also comparative analysis has taken 

[45]-[46]. Based on heart rate variability and spectral 

feature obtained from ECG, automatic atrial fibrillation 

detection has been identified [47].Virtual doctor module 

presented for identifying heart diseases. This module is 

useful for people lives in remote areas [48]-[49].   

  After detailed literature survey, we have identified 

various research gaps such as higher false positive rate, 

under fitting, disease misclassification and lack of real time 

implementation. We have considered disease 

misclassification which shows major issue for addressing 

cardiovascular disease abnormalities. We have proposed a 

innovative models for identifying heart diseases. MLR and 

DT machine learning classifiers are effective in 

identification of CVD 

 

 

3.  Proposed Methodology  

3.1 Method 1 

Proposed Methodology is an innovative idea and it is 

represented in terms of components is shown in Figure 1. 

The ECG signal is processed by various stages are 

Preprocessing, Feature Extraction, Feature selection and 

Machine learning classifier. In preprocessing stage ECG 

signal is filtered to eliminate noise. After preprocessing 

stage feature extraction stage is used to extract feature 

samples. Wavelet transform and Principal component 

analysis are used to apply to the preprocessed signal for 

feature extraction. From feature extraction features are 

selected for testing and training for classifying signal. 

Machine learning classifiers are random forest and 

Multinomial logistic regression used for detection and 

classification of cardiovascular abnormalities in ECG 

signal 

 

Fig .1.Block diagram for Detection and classification of 

cardiovascular Abnormalities 

3.1.1Preprocessing  

It is necessary to process ECG signal through 

Preprocessing stage to eliminate various types of noise that 

are presented in ECG signal. There are various types of 

noise are base line wander, power line interference and 

artifacts in muscle contraction. Baseline wander correction 

and band pass filtering operations are performed to 

eliminate all types of noise that are present in Signal 

3.1.2Wavelet Transform 

In time domain signal analysis is difficult but in frequency 

domain signal statistics can analysis is easy. The first basic 

frequency transform is Fourier transform (FT) is cannot 

used for analyzing heart beat signal because it is 

nonstationary in nature. Wavelet transform is best 

transform for feature extraction over other transforms like 

DFT, DCT and FFT etc. In our research Daubechies 

wavelet of order 8 and 3 level decomposition are chosen 

for feature extraction.  Sampling frequency of the signal is 

360 Hz and approximation level 3 wavelet transform bas. 
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3.1.3 Principal component analysis 

Principal component analysis (PCA) is used for 

dimensionality reduction, visualization of high dimension 

data, feature extraction, noise filtering and feature 

selection. In our research wavelet features and temporal 

features are applied to PCA for feature selection and 

further feature extraction. In PCA with the help of ranker 

method correlation matrix can obtained. From correlation 

matrix various features are obtained, they are Eigen value, 

Eigen vector, proportion, cumulative and ranked attributes 

with min and max values. All extracted features are 

mentioned in table 1 are applied to machine learning 

classifier to assessment classification results for detection 

of cardiovascular Abnormalities in ECG signal. 

3.1.4  Random Forest 

Random forest is a machine learning classifier, which is 

formed by collection of decision trees. Datasets are divided 

into features and it is divided into number of trees. Each 

tree is categorized as separate class. Among different 

classes majority voting from classes are finalized as final 

class for classification. Random forest learning classifier 

working flow is shown in figure 2.  

 

Fig.2. Random Forest classifier flow diagram 

3.1.5 Multinomial Logistic Regression 

Multinomial Logistic Regression (MLR) is a supervised 

machine learning algorithm. It is extension to the logistic 

regression which is used for predicting nominal dependent 

variable. Logistic Regression is two classes function 

whereas Multinomial Logistic Regression is a multi-class 

function. Multinomial Logistic Regression is also used for 

unordered categories. Steps in MLR classifier is shown 

below  

ECG signal downloaded from physio net website [50]-

[51]. Table 1 shows different class for dataset collected 

from public available database. There are 154 single lead 

ECG signal recording available in database. There are four 

different types of cardiovascular diseases labeled in table. 

Data portion for Normal sinus Rhythm is 12%, data 

portion for Supraventricular arrhythmia is 52%, data 

portion for ventricular tachyarrhythmia is 28%  and data 

portion for Atrial  Fibrillation is 13%.One sample reading 

for each class is shown in figure 3. 

Table 1. Dataset class distribution 

Class Number of 

recordings 

Portion 

Normal  sinusRhythm (N) 19 12.3% 

Supraventricular arrhythmia  

(S) 

80 51.9% 

ventricular tachyarrhythmias 

(V) 

35 22.7% 

Atrial  Fibrillation (A) 20 12.98% 

 

 

 

 

 

Fig.3. various class sample recording 

3.2  Method 2 

Our proposed work aim is to develop innovative and 

efficient method for identifying cardiovascular diseases is 

shown in figure 4. ECG signal consists of PQRST sample 

points. In this ECG, R peak gives significant information. 

Because most of diseases are identified with the help of R-

peak information. Before finding R-peaks, ECG signal 

processed through pre processing stage to eliminate noise 

and interference from unwanted devices. R peak detection 

obtained by differentiation, squaring and moving window 

integration. HRV is another feature to differentiate normal 

and abnormal patient. HRV extracted from R peaks. 

Wavelet transform is also applied to the ECG to obtain 

various features like mean, standard deviation, variance, 

median L1-norm and L2-norm etc. These features are 

fused separated into training and testing phases. Training 

and testing data applied to various machine learning 

classifiers. Applied machine learning classifiers classifies 
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received data into normal or abnormal subjects. We have 

tested four types of data classes, they are normal sinus 

rhythm, supra ventricular arrhythmia, ventricular tachy 

arrhythmias and atrial fibrillation. In this data class 70% 

data set used for training and remaining 30% dataset used 

for testing.The key factor for choosing NB, KNN and DT 

algorithms is only for accurate prediction and also it is 

shown in results. 

 

Fig.4. Peak detection- WT model 

Figure 5 shows R-peaks identified from ECG and Heart 

rate variability determined from peaks. Figure 6 shows 

wavelet transform method applied to ECG data for feature 

extraction. The first five major diseases are Ventricular 

Flutter, Sinus Tachycardia, Sinus bradycardia, Atrial 

Flutter and tachycardia tested with our module. Threshold 

level for identifying these devices is different from one to 

another.  They are 1) Ventricular Flutter is due to no 

visible P-wave presence, 2) Sinus Bradycardia is due to 

heart beating slower than normal beat, 3) Sinus 

Tachycardia is due to heart rate crossing more than 100 

Beats per Minute (BPM),4)Atrial Flutter is due to multiple 

P-waves in the ECG and 5)tachycardia disease presents 

due to irregular heart beat 

 

 

Fig.5.  a) R –Peak detection b) HRV 

 

 

Fig. 6. Wavelets transform method for feature 

extraction 

3.2.1 Machine learning classification 

ECG signal is analyzed and abnormalities classified by 

machine learning classifiers. Classifier performance 

measured in terms of accuracy, sensitivity, specificity, 

precision and F-measure .In our proposed work, we have 

applied three machine learning classifiers such as KNN, 

DT and NB. Accuracy is key parameter to judge 

performance of machine learning classifier. 

i. K-Nearest Neighbor (KNN) 

KNN algorithm is one of the effective and simple machine 

learning classifier. Accurate classification of KNN 

algorithm is depends on k values because if k value varies 

accuracy changes. Based on training and testing data, 

minimum distance calculated for k-nearest neighbors. 

ii. Decision Tree (DT) 

Decision tree is machine learning algorithm that contains 

conditional control statements. It represents decisions of 

outcome visually and explicitly. Performance of DT 

depends only designed tree for accurate classification. It 

produces classification results based on disorder training 

samples. 

iii. Naïve Bayes (NB) 

Naïve bayes classifier is a machine learning algorithm 

works based on bayes theorem. This algorithm is a 

statically independent feature classification machine 

learning classifier. Bayesian additive regression trees are 

also machine learning classifier to detect left ventricular 

hypertrophy in cardiac diseases suffering Patients. 

4. Results 

Various machine learning open source tools are exist for 

artificial intelligence. Some of most popular tools are 

Tensor Flow, Keras, scikit-learn, PyTorch and Weka. In 
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our research, we have chosen Weka tool for cardiovascular 

diseases abnormalities classification. Performance metrics 

are precision, sensitivity, specificity, F-measure and 

Accuracy. These key metrics are defined in terms of True 

positive (TP), True negative (TN), False positive (FP) and 

False negative (FN). Accuracy is important parameter to 

judge performance of machine learning classifiers. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
    (1) 

 

Recall =  
TP

TP+FN
    (2) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
    (3)   

 

F − measure = 2
Precision.Recall

Precision+Recall
  

 (4) 

 

 Accuracy = (TP+TN)/ (TP+TN+FP+FN)    

 (5) 

Heart disease presents due to various factors.Ventricular 

Flutter is due to no visible P-wave presence,Sinus 

Bradycardia is due to heart beating slower than normal 

beat, Sinus Tachycardia is due to heart rate crossing more 

than 100 Beats per Minute (BPM),Atrial Flutter is due to 

multiple P-waves in the ECG andtachycardia disease 

presents due to irregular heart beat 

Performance metrics varies for categorized features from 

two classification problems to three classification 

problems. If all features are applied for disease 

classification, the maximum accuracy shows 98.99% for 

two classification problem and 87.8% for three 

classification problem by DT classifier. If top 10 features 

are applied for disease classification, the maximum 

accuracy shows 99.1% for two classification problem and 

78.4% for three classification problem by DT classifier. If 

top 5 features are applied for disease classification, the 

maximum accuracy shows 99.3% for two classification 

problem and 88.5% for three classification problem by DT 

classifier 

Table 2. Performance comparison between proposed 

method with other classifiers 

Literature Year  Classifi

er 

Feature/metho

d 

Accurac

y 

Can Ye  2012 SVM Wavelet+ICA

+RR 

99.3 

Felipe 2014 SVM HOS 98.6 

Alonso  

Sandeep 

Raj 

2020 SVM Hybrid+PSO 98.8 

Venkatesan 2018 KNN DWT with 

HRV 

97.5 

Venkatesan 2018 SVM HRV 97.5 

Jingshan 

Huang  

2019 CNN STFT 99 

Prasad  2003 NN Wavelet+RR 94 

Salem 2022 DN Naset model 97.49 

Proposed 2023 MLR Wavelet+PCA 99.6 

 

Table 2 shows Accuracy comparison between proposed 

method with other literature techniques. In literature SVM 

classifier with various feature extraction methods exist and 

KNN classifier based discrete wavelet transform exist. 

Table 3. Comparison of our method and other recent 

existing method 

 

Neural network and convolution neural network classifiers 

with different feature extraction methods exist. Proposed 

wavelet-PCA based Multinomial logistic regression 

machine learning classifier produce high accuracy than 

other approaches. Existing authors uses MLP, SVM, 

FPNN algorithms for disease identification and 

classification. We have used wavelet transform- HRV     

based methodology for feature extraction. Existing 

author’s uses wavelet packet transform, nonlinear HRV, 

entropy and time domain methods for feature extraction. 

Table 3 is performance comparison between proposed 

Author Year Methodology 

Data 

type 

Feature 

Extraction 

Classifie

r 

Acc 

(%) 

Present research 2023 ECG WT, HRV DT 99.3 

Ebrahimzadeh 

et.al. 

2018 HRV HRV, TD MLP 90.18 

M. Khazaei et.al. 2018 HRV WPT,  KNN 95 

Ebrahimzadeh  

et.al. 

2019 HRV HRV,TD MLP 88.29 

 

 

H.Fujita  et.al. 2016 HRV NL features SVM 

 

94.7 

U. R. Acharya 

et.al. 

2015 ECG SCDI DT 92.1 
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model and traditional model; it is clearly showing 

proposed model produces highest accuracy.This table 

shows comparison between proposed method and existing 

works. Based on ECG, HRV different diseases has 

different threshold level. For example tachycardia disease 

presents due to irregular heart beat (RR-segment). Irregular 

heart beat also causes chest pain .Our proposed work 

shows better results than existing work. In this table 

material described in terms of data type and length of the 

signal, methodology described in terms of feature 

extraction and classifier. Best performance is listed 

between our work and existing work from 2015 to 2019.  

Accuracy of proposed work is 99.3 % which is higher than 

other existing works. Our proposed work tested with KNN, 

NB and DT machine learning classifiers but DT algorithm 

produces highest accuracy. We have compared our 

research work with existing work and we have achieved 

highest accuracy [52]-[55]. The proposed technique is 

concluded by obtained results software simulations. It is 

observed that maximum accuracy   has been achieved 

using DT and MLR machine learning classifier which is 

higher than other machine learning algorithms. Features 

combined from wavelet transform and HRV are applied to 

DT which produces highest accuracy 99.3. Features 

combined from wavelet transform and PCA are applied to 

MLR which produces highest accuracy 99.6. 

5. Conclusion 

In this research Paper, An Impulsive cardiac death (ISD) 

risk identification by machine learning approach based on 

heart rate variability and wavelet transform is proposed for 

cardiovascular diseases monitoring. Extracted features 

from HRV and wavelet transform are combined and  

applied to machine learning classifiers. The proposed 

method uses machine learning algorithms naïve bayes, 

Decision tree and k nearest neighbor (KNN) for identifying 

abnormalities in ECG of the patient. Accuracy varies from 

97.46% to 99.3% for two classification problem (N versus 

A) and 86.76% to 88.5% for three classification problem 

(N versus S versus A). Our proposed method shows 

improved accuracy than other existing methods. The 

proposed work with machine learning classifiers is 

concluded by obtained results with high accuracy and good 

specificity for identifying cardiovascular diseases. In this 

research paper various challenges are faced for selection of 

appropriate morphological features, spectral features and 

wavelet features. This paper also presents a new features 

extraction implemented method to contribute more to 

accuracy. Most effective 32 features are chosen with 

Multinomial Logistic regression classifier and Random 

Forest in our proposed method, 15 features are newly 

extracted features to classify better performance for real 

time biomedical application. The proposed method is 

concluded by obtained results of Multinomial logistic 

regression classifier is better than random forest because 

MLR achieved 99.6% accuracy higher than other literature 

methods like SVM, KNN, CNN and also including random 

forest classifier. Proposed method is planning to 

implement in hardware  can be integrated with IOT module 

in future 
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