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Abstract: The information that is acquired from the beginning scenes of a movie is used to compile a dictionary of common occurrences. 

Although this method may perform well in terms of computing, it is not particularly effective at accurately identifying outliers in the data. 

Research is also being done to investigate the viability of using poorly supervised multi-instance learning (MIL) as a potential method for 

anomaly finding. The movies are segmented into easily digestible portions in order to make the training component of such procedures 

easier to carry out. It has been shown that regular CNNs are very effective at resolving problems of this nature. The new model, which 

requires a significant amount of computer resources as well as a significant amount of time for training, should be better suited for vocations 

that need video processing. The conditions under which a video abnormality manifests themselves are frequently illuminating. A store 

opening or a performance are both good examples of situations that can generate a crowd, yet it is unusual for people to keep their distance 

when there is the potential for the spread of an infectious disease. The great majority of algorithms designed to detect video anomalies are 

able to precisely localise the anomalies they find in both time and place. 
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1. Introduction 

Recently, security cameras have been installed in a variety 

of locations across the globe in an effort to increase public 

safety. It is reasonable to anticipate that this pattern will 

carry on. Because of the constraints of manual monitoring, 

law enforcement agencies are not particularly good at 

detecting or avoiding anomalous behaviour. This makes it 

difficult for them to do their jobs effectively. This is as a 

result of the constraints. With the use of a sophisticated 

computer vision system, abnormal behaviour can be 

identified and addressed. This system must be able to 

differentiate between normal and abnormal circumstances 

on its own, without requiring assistance from a human 

being. By utilising this kind of automated technology, the 

quantity of day-to-day human labour required to maintain 

manual observation can be cut down significantly. This 

makes it easier to keep an eye on everything that's going on. 

An intelligent video anomaly detection system can 

recognise a broad variety of moving objects for use in video 

surveillance, or it can spot odd events such as fights, 

stampedes, accidents, or even homeless people with 

minimal training. This system can be used for either 

purpose. Additionally, it has the ability to identify entities 

whose behaviour is markedly distinct from the norm. In the 

context of video surveillance, for example, an intelligent 

video anomaly detection system might be able to recognise 

a large number of moving objects even without any prior 

instruction. This category of actions and things includes 

things like spotting specific events like fights, stampedes, 

automobile accidents, and vagrants.  

The ability to recognise many moving objects with only less 

amount of training is a further useful feature for video 

surveillance systems. [1-2] 

The increased use of surveillance cameras can be attributed 

to the growing need of maintaining city safety. These 

recordings are now readily available to a large section of the 

general audience. These recordings are utilised to monitor 

public activity and serve as a deterrent against undesirable 

occurrences such as accidents involving vehicles and illegal 

conduct. In the past, in order to detect irregularities on film, 

it required knowledgeable people to maintain a close check 

on it at all times. It is going to turn into a chore that is not 

only challenging but also time-consuming. Because an 

efficient detection strategy can result in significant cost 

savings, research into autonomous video anomaly detection 

is absolutely necessary from a pragmatic standpoint. Due to 

the fact that a dependable detection system has the potential 

to save considerable time and effort, this is the case. [3-6] 

When attempting to define a video anomaly, it is sometimes 

helpful to consider the circumstances in which it was found. 

One good illustration of this would be the gathering of a 

large number of people in a single location, such as during 

a public event or in a crowded retail establishment. On the 

other hand, the unusual inclination of people to keep their 

distance when precautions are taken to limit the 

transmission of a virus is something to take note of. The 

majority of the algorithms that have been developed to 
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detect outliers in video data are able to pinpoint both the 

temporal and geographical positions of these outliers. This 

capability can be found built into each one of these systems. 

To be more specific, while the method of detection is 

focused on identifying the video fragments that have 

abnormalities throughout all films, the localization method 

determines which frame is abnormal and explains which 

component of this bad frame is determined to be abnormal. 

This is done in contrast to the detection method, which is 

focused on identifying the video fragments that have 

abnormalities throughout all films. To restate, the approach 

identifies instances of abnormal video across a number of 

different films. Current research has the potential to 

overcome both of these challenges, and models that are built 

on deep learning have the capability of addressing both of 

these challenges in a complete manner. [7-9] 

1.1 Deep Learning Based Techniques for Detecting 

Anomalies 

The efficacy of deep learning approaches, including object 

classification, object recognition, activity recognition, and 

the detection of anomalies in video surveillance. 

Reconstruction error, future frame prediction, classifiers, 

and scoring are the four broad categories into which the 

many proposed solutions to this problem fall. These types 

of divisions had previously been described in the preceding 

paragraph. [10-12] 

1.2 Complexities and Challenges in Anomaly Detection 

Anomaly detection is unlike the vast majority of analytical 

and learning difficulties and undertakings in terms of 

problem complexity due to its unique qualities. The 

challenges and unanswered identification issues that come 

with complex anomalous data are compiled here. [13-15] 

1.3 Unknown Ness 

 Anomalies sometimes involve several unknowns, such as 

data structures, distributions, and examples exhibiting 

unexpected abrupt behaviour. Terrorist attacks, fraudulent 

scams, and network hacks of unprecedented scale are only 

some examples of events that go unreported until after they 

have already taken place. [16-18] 

1.4 Heterogeneous anomaly class categories 

Since anomalies are not typical, it is possible for one 

category of anomalies to display characteristics that are 

radically different from those of another category of 

anomalies. For instance, in the context of video surveillance, 

the aberrant occurrences of robberies, road accidents, and 

burglaries appear very differently to the human eye. 

 

1.5 Deep video anomaly detection, as detailed in 

Opportunities 

We talk about deep video anomaly detection in the context 

of intelligent transportation and then point out some of the 

other places it could be useful, such as digital twins, smart 

homes, public health, and education. These are the topics 

we'll be discussing in depth. 

1.6 Transportation Innovation  

Manufacturing commodities, maintaining daily living, and 

growing the economy all require some form of 

transportation in order to function well. As a result of 

improvements in the transportation sector, the general 

population today has access to means of transportation that 

are not only quick but also pleasant, secure, and safe. On the 

other hand, the increasing number of automobiles and 

vehicles on the nation's roadways may have something to do 

with the rising human population. This is due to the fact that 

people demand more options for public transportation. 

Congestion and an increase in the number of accidents on 

the road could result from this. Because of this, what is now 

commonly referred to as the intelligent transportation 

system was eventually developed (ITS). The 

implementation of intelligent transportation systems (ITS) 

proven to be an effective remedy for the traffic issues that 

were brought about by the current pace of economic 

development. [19-20] 

1.7 Online Learning  

The traditional manner of offline teaching and learning has 

gradually migrated to online platforms as a result of 

advancements in information and communications 

technology over the course of the past decade. The COVID-

19 outbreak pushed the process along at a faster pace. 

Because of the epidemic, traditional classroom learning is 

gradually becoming obsolete and being replaced by online 

education, which is rapidly becoming the major means of 

communicating new material. The demand for online tests 

has increased their frequency of administration. It is 

necessary to have the capacity to identify cheating and 

efficiently proctor online examinations in order to ensure 

that all test takers are treated in a fair manner. Regrettably, 

it is highly probable that the existing procedures for 

detecting cheating won't be as efficient as they formerly 

were in eradicating all cases of exam cheating. This is due 

to the fact that cheating is becoming increasingly 

sophisticated. [21-22] 

1.8 Smart Home  

Installing a home surveillance camera system is one of the 

most common things people do to make themselves feel 

safer in their own residence. Home automation systems that 

come equipped with built-in surveillance cameras as a 

standard feature are typically regarded as having a high level 
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of security. Viewers can stay informed about current events 

by watching the video on their own computers or mobile 

devices, regardless of whether they are at home or on the 

move. Because it is ineffective to constantly gaze at the 

screen, it is essential for the system to be able to recognise 

unusual behaviours and send a warning signal as soon as a 

problem is identified. [23-25] 

2. Objectives of the Study 

• Researching Problem Complexities and Challenges in 

Anomaly Detection 

• To research deep learning-based anomaly detection 

methods 

3. Research Method 

What has been suggested (ADSV) and how its fundamental 

parts should be organised are explained. A graphical 

representation of proposed Anomaly Detection in 

Surveillance Video (ADSV) method. The first step in 

isolating individual keyframes from the rest of the shot is to 

formulate a plan for pinpointing the exact edges of each 

individual frame. Frames are sent to the model to guarantee 

it continues to receive spatial and temporal data from the 

intermediate layer. The goal is to keep the model's learning 

going as smoothly as possible. The next step involves 

analysing the spatial and temporal characteristics of each 

instance of anomalous behaviour across a set of photos by 

employing the LSTM cells and the Attention Network. We'll 

use the LSTM cells and Attention Network to do this. visual 

depictions of the peculiar actions observed. [26-28] The 

LWCNN was trained using a set of still images that were 

shown to it in the correct chronological order. Because of 

this, it was able to acquire the ability to recognise motion 

and action. Applying the recommended trained ADSV 

model to the video recordings will help find instances of 

potentially aberrant behaviour. Proposed corporate 

autonomous data network architecture is depicted 

graphically in Figure 1. Since anomaly detection and 

categorization is a more extensive task, it requires the 

successful completion of multiple simpler tasks before it can 

be accomplished. Segmenting images, extracting features, 

learning sequences, and classifying outliers are all examples 

of such tasks. In the initial step of the process, an algorithm 

that can identify the transitions between images is used to 

segment the crucial frames. In order to retrieve 

spatiotemporal information from the intermediate layer of 

the network, lightweight convolutional neural network 

(LWCNN) models use segmented frames as their input. 

Ultimately, this helps with image identification. Then, 

LSTM cells are used to extract typical spatiotemporal 

characteristics from a series of frames for each individual 

event. This phase follows on from the one that came before 

it. Overreactions have decreased dramatically as a result of 

this. To detect movement and action, the intended LWCN N 

used a sequence of frames in a time-based order. After the 

model has been trained from scratch, the category cross 

entropy loss function is used to fine-tune the model's 

settings. This step follows the completion of the model's 

initial training. [29] The loss function can be formally 

defined by doing the following operations: 

 

The actual class label is represented by yi, and the estimated 

likelihood produced by the model for each outlier is also 

denoted using yi. The total number of outliers is given by N. 

After all of this has been set up, the model will compare the 

score to the key frames of the video that has been provided 

in order to derive the relevant anomaly score. The reality of 

the anomaly can be determined from the response given to 

this question. It is not possible to place enough emphasis on 

the fact that the key frames are a precise match for the film 

that was submitted. This is an undeniable fact that cannot be 

refuted. As a consequence of this, one can assume, with a 

high degree of confidence, that the out-of-the-ordinary 

incident that was spotted in the critical frames was also 

present in the original source material. [30-32] 

 

 

Fig 1. Anomaly identification in surveillance footage using 

the Proposed EADN framework. 

3.1 Method proposed by LWCNN  

CNNs are motivated by the anatomy of the visual cortex in 

animals, which serves as a source of inspiration for the 

principles upon which CNNs are founded. The synaptic 

connections between neurons in the convolution layers (CL) 

of a network's architecture are organised in a manner that is 

analogous to the visual pathways in the brains of animal 

species. The region of the input frame that is utilised by each 

cortical neuron in order to carry out the required processing 

is referred to as the "receiving field," and the term "receiving 

field" is used to characterise this region. This location does 

not come without its restrictions. During the training phase, 

CL applies filters with values that are learned, which 

enables it to learn feature representations and maintain 

spatial correlations between input frames when performing 

video analysis. While CL is learning feature representations, 

it is possible for the spatial relationships that exist between 
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the input frames to be maintained. As a consequence of this, 

CL is able to maintain the spatial correlations that exist 

between the input frames during the entire process of 

conducting video analysis. The LWCNN architecture that 

has been presented has a total of five Time Distributed 2D 

CL layers in addition to two Time Distributed 2D max 

pooling layers. Table 1 has a complete listing of all of the 

following: [33] 

Table 1: LWCNN approach descriptions that are applied 

with the suggested ADSV method. 

LWCNN 

layer 

No. of 

channe

ls 

Kern

el (h 

× w) 

Paddi

ng 

Strid

e (h 

× w) 

Outp

ut 

Paramete

rs 

TimeDistribut

ed-2D CL1 

(ReLU) 

64 3 × 3 Same 2 × 2 5,112 

× 112 

× 64 

1792 

TimeDistribut

ed-2D CL2 

(ReLU) 

64 3 × 3 Same 2 × 2 5, 56 

× 56 × 

64 

36928 

TimeDistribut

ed Max-

Pooling-2D1 

1 2 × 2 – 2 × 2 5, 28 

× 28 × 

64 

0 

TimeDistribut

ed-2D CL3 

(ReLU) 

128 3 × 3 Same 2 × 2 5, 14 

× 14 × 

128 

73856 

TimeDistribut

ed Max-

Pooling-2D2 

1 2 × 2 – 2 × 2 5, 7 × 

7 × 

128 

0 

TimeDistribut

ed Flatten-1 

– – – – 5, 

6272 

0 

 

3.2 Data Analysis 

CUHKAvenue and UCF-Crime are two datasets that are 

available to the general public and are utilised in the process 

of evaluating the ADSV strategy that we have proposed. 

The event frames shown in Figure 2 come from a variety of 

datasets and have been annotated to indicate whether or not 

they are typical or unusual. The graphic contains some 

annotations for your convenience. 

 

Fig 2: Examples from the dataset for anomaly detection 

 

 

Fig 3: Avenue and UCF-Crime dataset’s 3D-UMAP 

projection 

Datasets CUHK-Avenue was captured with a 640x360 pixel 

resolution fixed video camera at Delhi University in New 

Delhi. The camera captured footage of the happenings on 

the street below. At Delhi University in New Delhi, you'll 

find a thoroughfare known as CUHK-Avenue. In total, there 

are 33 videos here; 21 of them show anomalous human 

behaviour and activities, while the other 16 show more 

typical behaviour. Examples of typical sidewalk behaviour 

include individuals taking long, leisurely strolls and 

community leaders forming walking clubs. [37-38] People 

that hang around suspiciously, get too close to the camera, 

roam aimlessly around the lawn, throw stuff away, waste 

time, or forget anything are participating in antisocial 

behaviour. 

UCF-Crime: 13 unique real anomalous behaviours are 

represented in the 1900 long, unedited clips that make up 

the UCF-Crime collection. Abuse, assault, arson, burglary, 

explosion, brawl, traffic accident, robbery, theft, gunshot, 

vandalism, and traffic accidents are all examples of such 

actions. UCF-Crime is an acronym for the University of 

Central Florida's Center for Investigating and Combating 

Crime, the group responsible for creating the dataset. The 

remaining 150 typical movies and 140 outliers accounted 

for the remaining 270 in the testing set. The remaining 150 

clips were the typical, everyday types. The table labelled 

"Table 2" below displays the outcomes of the analysis of the 

UCF-Crime dataset. [39] 

Figure 3 shows real-life events from around the world, 

ranging from the ordinary to the extraordinary. Three-

dimensional representations of the datasets are shown in 

Figure 3, and ROC and AUC metrics are used for 

quantitative evaluation. [40] 

Table 2. The statistical information from the UCSD 

Dataset  No. of 

Video

s 

Train

ing 

Set 

Test 

Set 

Averag

e 

Frames 

Data 

set 

Lengt

h 

Example of 

anomalies  

UCSDPet

1 

60 33 35 200 4 min Walking 

across 

walkways, 
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bikes, and 

tiny carts 

UCSDPet

2 

27 15 10 162 4 min Bikers, tiny 

carts, and 

pedestrians 

crossing 

walkways 

Avenue 36 15 20 833 4 min Run, toss, 

and new 

thing 

 

Table 3: The data from the UC-Crime dataset include 

statistical information. 

Types of 

anomalies 

The number of 

videos 

Training 

data 

Testing 

data 

Arrest. 50 

 

47. 01 

Abuse. 42. 03 

 

Arson   46 02 

Assault 40 08 

Fighting 26 21 

Shooting   44 4 

Vandalism 28 20 

Explosion   44 03 

Stealing 28 20 

Shoplifting   100 

 

94 03 

Robbery 84 12 

Burglary  150 

 

144 04 

Accident 125 21 

Sum 950 792 145 

 

Table 4: For the UCF-Crime Dataset, a frame-based 

(AUC) comparison of the proposed ADSV technique to 

existing methods 

Method UCF-Crime Dataset 

Binary SVM classifier 50.0 

LTR 50.6 

Spatiotemporal 63.0 

SCL 65.50 

MIL-C3D with constraints 75.41 

MIL-C3D without constraints   74.44 

C3D 81.08 

TSN-Optical flow  78.08 

Proposed ADSV 97.0 

TSN-RGB  82.12 

 

 

Fig 4. The strange score curves for each of the four test 

videos are represented here. The following videos are 

included in this package: The four subcategories are 

referred to as Normal-Videos-027-x264, Assault051-x264, 

Fighting047-x264, and Arrest048-x264 respectively. 

 

In the figure 4, the UCF-Crime dataset is assessed with the 

assistance of these movies, which are included as part of the 

test set. Dots of cyan color indicate when a particular frame 

deviates from the standard. Because we wanted to make it 

easier to see the data, the video anomaly scores were 

normalized so that they fell inside the interval [0, 1]. This 

indicates that the severity of the abnormality is represented 

in a higher score as it gets more obvious. In other words, the 

score increases as the anomaly becomes more severe. The 

score increases in direct proportion to the degree of 

departure. If you want the finest experience possible, you 

should choose colour view, Studies Using Methods That 

Are Considered to Be State-Of-The-Art When compared to 

other EADN (Efficient Deep Learning model for Anomaly 

Detection) systems, The proposed model is evaluated using 

standard datasets.. The authors investigated a number of 

deep learning models, including ResNet-50 + multi-layer 

BD-LSTM, VGG-19 + multi-layer BD-LSTM, and 

InceptionV3 + multi-layer BD-LSTM. The ResNet-50 

method combined with a bidirectional LSTM has the 

smallest model size among all the methods we've 

researched. When compared to other systems, the time and 

resources required by the EADN framework for anomaly 

detection are considerably less. This is true both in terms of 

the data storage and learning parameters. By comparing it to 

the most recent and cutting-edge approaches, we will be 

able to determine how effective the model is with regard to 

the size of the model, the complexity of the runtime, and the 

number of parameters. [41-43]. 
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Table 5. Evaluation of EADN against state-of-the-art 

techniques in terms of parameters, model size, and time 

complexity. 

Method 

 

Constraint 

count in 

million 

Model 

size 

Latency 

per 

sequence 

C3D - 312 - 

EADN(Proposed) 14.14 53.8 0.20 

ResNet-50 + 

multi-layer BD-

LSTM 

 

24 142 0.20 

Inception V3+ 

multi-layer BD-

LSTM 

22 148.4 0 

VGG-19+multi-

layer BD-LSTM 

142 605.4 0.21 

 

3.3 Discussion 

In the past, low-level feature-based algorithms put a large 

amount of weight on the capability to recognise and 

eliminate outliers. This was due to the fact that there were 

no other algorithms that were suitable at the time. These 

processes can be broken down into three steps, which are as 

follows: Through the application of collaborative forces and 

optical flow, this model determined what constitutes normal 

and pathological behaviour. An attention-based LSTM was 

developed by Ullah et al. for the purpose of identifying 

activities in sports videos. Both methods can almost always 

be used interchangeably, depending on the circumstances. 

Utilizing a convolution block attention technique aided in 

enhancing the integrity of the spatial data. The improved 

feature maps can be given to a variety of sports by utilising 

a SoftMax, which is an algorithm that can be implemented 

in a neural network that is fully linked. The researchers 

Selicato et al. came to the conclusion that it would be more 

fruitful to search for anomalies in the genetic data rather 

than the visual data. [44-46] For instance, in order to 

distinguish normal and abnormal gene expression matrices, 

they used an ensemble-based method that involved principal 

component analysis (PCA) and hierarchical clustering. We 

were able to distinguish between them as unique individuals 

by using this strategy. Researchers made use of this method 

in order to classify genes into functional groups according 

to the amounts of expression they displayed. Riaz et al. 

suggested making use of a myriad of different detailed 

models in order to locate abnormalities in complex 

situations. Developing a model is the initial step that must 

be taken. The model is capable of predicting human posture 

by locating the bones and muscles in the appropriate places 

in the body. [47-49] The recently identified joints are then 

added to the features that are fed into a fully convolutional 

neural network (CNN) that has dense connections in order 

to identify outliers. One of the two ways that were described 

by Zhong et al. may be able to automatically discover 

anomalies without any assistance from a human being, but 

the other method, which requires human interaction to 

classify activities with noisy annotations, is unable to do so. 

In this essay, we will compare and contrast the two different 

approaches. As long as unexpected occurrences are unable 

to be forecast, the peculiar video annotations will continue 

to be puzzling. An activity classifier was used to classify the 

activities, and a graph convolution network was employed 

to reduce the noise caused by the annotations. In order to 

guarantee that the actions were categorised accurately, these 

two stages were carried out. The attention-based deep 

learning strategy that is discussed in this paper was proven 

to be the most effective method for detecting irregularities 

in surveillance footage after being compared to the several 

other methods that are currently being utilised for this 

purpose. It has been demonstrated that the attention-based 

deep learning strategy is superior to the vast majority of the 

other approaches that are now accessible. In this section, we 

will discuss the theoretical underpinnings of the ADSV 

approach that has been developed. [50-51] 

4. Conclusion 

We offered tangible examples of the unique uses of deep 

video anomaly detection models in a variety of real-world 

scenarios and conducted a survey of the unresolved 

technical issues in this field. The process of putting the 

model into practise can be divided into the three steps that 

are outlined below. Image segmentation, feature extraction, 

and sequence anomaly learning and classification are the 

three processes that make up this process. The process of 

recovering and separating key shots from surveillance 

recordings by the application of an algorithm that recognises 

boundaries is referred to as shot segmentation. These are 

genuine film stills that were retrieved throughout the search. 

Then, proposed EADN infrastructure will be used to 

distribute a collection of frames for each primary shot 

sample that has been taken. After that, the frame sequence 

is sent into a lightweight convolution neural network, also 

known as a LWCNN, in order to have the spatiotemporal 

information from the intermediate layer retrieved. Then, the 

LSTM cells will learn the temporal and spatial properties of 

each extraordinary event by using a set of frames as input. 

This will allow the cells to differentiate between events. 

This indicates that the EADN may be utilised to identify and 

categorise irregularities that are present within the 

segmented clip of the video. Proposed model was evaluated 

in comparison to a wide variety of metrics, and the findings 

indicate that it is superior to recently published techniques 

in terms of performance. Experts in the field of computer 

vision are beginning to rely more and more on sophisticated 
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monitoring technology. Consumer demand is a primary 

force behind this movement in the market. They assist the 

observer in responding swiftly and properly whenever 

something out of the norm occurs during the course of the 

observation. In order for these algorithms to function 

correctly and efficiently, they require not just a powerful 

data processing infrastructure but also a substantial volume 

of input data. Proposed model’s performance for the 

detection of anomalies on a wide variety of datasets that are 

used to establish standards is comparable to that of state-of-

the-art methods. In this paper, we describe the ADSV 

approach for finding anomalies that can be seen on video. 

The method of segmenting shots, extracting features, 

learning sequences, and classifying anomalies in 

surveillance footage essentially consists of three parts. 

These processes are: segmenting images, extracting 

features, and learning sequences. 
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