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Abstract: Bogota is the capital of Colombia, and like many capitals in the world it faces challenges related to security and 

specifically homicides. Throughout the city's existence, the homicide rate has varied due to multiple political, social, and 

economic factors. These indicators have always been high and quite significant and a constant concern for the city authorities. 

However, the use of Machine Learning algorithms to predict homicides is a controversial application, but one of growing 

interest for authorities and experts in Data Mining. For this reason, the development of a Regression algorithm is proposed, 

specifically the Decision Tree algorithm that predicts the number of homicides in the city of Bogotá, applicable to any city in 

Colombia, seeking to identify the potential that this tool may have in the planning of prevention strategies. The design and 

validation of the algorithm yielded an accuracy between 70% and 75%, which is not a desired percentage, but neither can be 

ruled out in the framework of the use of prediction algorithms. Finally, it is important to point out that this issue should be 

approached with caution and responsibility and not fall into the promotion of profiles based on stereotypes or the reinforcement 

of negative stereotypes. 

Keywords: Machine Learning; Homicides; Bogota; Decision Tree 

1. Introduction 

Data Mining is part of the field of statistics and 

computer science and according to it, it arises with 

the aim of processing information from a set of data, 

and achieving a mathematical analysis to be able to 

decide patterns and trends; Achieve conclusions and 

actions that can contribute to organizational 

improvement and growth. [1] 

The information contained in the data, whether 

in an organizational context or at the level of 

people's digital footprint as it relates to social 

networks, is a fundamental source for the creation 

and elaboration of new products and services. The 

behavior of users on these networks is the main basis 

for the identification of a diversity of people's tastes, 

such as: personal data, identification data, 

profession, work environment, musical tastes, 

gastronomy, sports, fashion, intellect, travel, events, 

among others. This data is processed by prediction 

algorithms that allow the analysis of behavior, 

giving a result that is indispensable for classifying 

data and performing specific tasks. For this, it is 

important to know and have different methods to 

obtain the expected result. [2] [3] 

During the last few years, Bogotá has presented 

an increase in the perception of insecurity, this is 

ratified by the report issued by the Metropolitan 

Police of Bogotá where in 2019 1,052 cases were 

registered, in 2021 1,126 cases, an increase of 7%. 

The same report shows that the localities with the 

most homicide cases are: La Candelaria, Teusaquillo 

and Sumapaz, with increases of between 100% and 

200% compared to 2020, Los Mártires with 45%, 

Tunjuelito with 50%. On the other hand, Ciudad 

Bolívar and Kennedy continued to be the most 

violent localities in the city, concentrating more than 

a third of the homicides. 
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Since homicide averages are changing, it is 

difficult to identify an exact or detailed cause, so 

some of this data can be lost and are not found in a 

classification, but simply remain as undefined, 

which is why it would be pertinent to expand the 

field of these deaths and include them in a category 

in order to have a true and consolidated figure of 

deaths from homicides. 

Over time, Machine Learning has become the 

most important pillar of artificial intelligence, as it 

is based on the ability to recognize a large amount of 

information through different means, which are 

essential for classifying data and performing quite 

specific tasks. For this, it is important to know and 

have different methods to obtain the expected result. 

Even this tool can be better exploited, since there are 

different tools that adapt to a graphical environment, 

making it a powerful and effective element in 

scientific and technological advancement. In the 

case of homicides, it becomes interesting and 

striking to be able to predict the number of people 

who will be killed by place, date, time, among other 

variables.   [2]  [3] [6] [4] 

That is why the algorithm that is intended to be 

designed is of great impact, it presents a prototype 

of a homicide prediction model in the city of Bogotá 

based on data from the national police through 

techniques of pre-processing, integration, cleaning 

and prediction of the statistical data of homicides of 

the national police for the year 2022. 

2. Materials and Methods 

 [5]For the design of the algorithm, a 

methodology based on phases has been proposed, 

then 4 steps are designed to reach the result of the 

code elaborated in Python, which allows predicting 

homicides in the city of Bogotá. The data to be 

worked on will be using the open data of the 

Colombian National Police, in the institutional 

liaison of the Police (Figure 1). [6] 

 

 

Fig 1. View National Police website homicide statistics [6] 

2.1 Data collection 

The National Police website has available 

some of the statistical reports related to homicide 

over the years, for example, for the year 2023, the 

homicide report, you have the possibility to 

download the document in Excel format through the 

download link https://www.policia.gov.co/grupo-

informacion-criminalidad/estadistica-delictiva, and 

thus have access to the homicides reported for that 

year. The data needs to be transformed and adapted 

into a .csv file  for later reading from the Python 

programming language with the help of the Pandas 

library. 

 

2.2 Data pre-processing, integration and cleansing 

In this phase, methods from the Pandas library 

are applied to make the pertinent filters to the 

information, corresponding to the need that is had, 

in this case, it is necessary to filter the data to obtain 

scalable variables to be able to apply, subsequently, 

the algorithm for predicting homicides. 

2.3 Algorithm selection and libraries 

 [5] [8]For this process, the supervised 

algorithm is taken with the regression decision tree 

technique, mainly for accuracy and effectiveness, 

taking into account that the choice of algorithms 

depends on the data, since all the data are different. 

https://www.policia.gov.co/grupo-informacion-criminalidad/estadistica-delictiva
https://www.policia.gov.co/grupo-informacion-criminalidad/estadistica-delictiva
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Table 1 lists the libraries used for the development 

of the proposed model. 

Table 2. Algorithm and libraries of the proposed model 

Bookshop Detail 

Pandas It is a fast, powerful, flexible, and easy-to-use open-source data analysis and 

manipulation tool, built on the Python programming language.(Pandas, 2020) 

Numpy It is a Python package that stands for "Numerical Python", it is the main library for 

scientific computing, it provides powerful data structures, implementing 

multidimensional matrices and matrices. These data structures ensure efficient 

calculations with matrices. (AprendeIA, 2020) 

Matplotlib It is used to visualize the graph of the analyzed data, in other words, "it is a complete 

library for creating static, animated and interactive visualizations in Python". (Matplotlib, 

2012) 

Sklearn It is a machine learning library in Python, a basic tool to start programming and 

structuring data analysis and statistical modeling systems. Scikit-Learn's algorithms are 

combined and debugged with other data structures and external applications such as 

Pandas or PyBrain. (Alcalá, 2020) 

 

2.4 Model Implementation 

In this last phase, the data is already prepared, 

processed, integrated and cleaned to be able to apply 

the code that will lead to the results of homicide 

prediction. 

 

3. Results 

After obtaining the data from the Colombian 

National Police (Figure 2), the algorithm is 

developed. You must first delete the first 9 rows of 

the file and proceed to save the file as a csv 

(homicides.csv). 

 

Fig 2. Excel visualization of the downloaded data 

3.1 Code development 

The code built in Python for the implementation of 

the algorithm is detailed and explained below. 

First, the Pandas library is imported  to read the 

Excel file. The initial contents of this file are printed 

(See Figure 3). 

Import Pandas as PD 

homicides = pd.read_excel("homicides.xlsx") 

Homicides 
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Fig 3. Initial view of downloaded police data 

In the first line of this section, the three columns of 

interest to be analyzed are selected: The date of the 

event, DANE Code and Quantity. In the second line, 

the name of the columns is changed, then in the third 

line the data is filtered to select only the city of 

Bogotá, the data index is restarted and finally in line 

5 an ID name is given to that index. When printing 

the data (line 6), Figure 5 shows the result, ready to 

be analyzed. 

data = homicides.iloc[:, [3, 6, 7]] 

data.columns = ["Date", "City",  "Amount"] 

data = data[data['City'] == 11001000] 

data.reset_index(drop=True, inplace=True) 

data.index.names = ["Id"] 

date 

 

Fig 4. View of the selected data for the application of the algorithm 

Continuing with the development of the code, in the 

next segment the Date field is converted to the 

datetime type. Subsequently, the data is filtered for 

the dates between January 1, 2023 and May 30 of the 

same year. Finally, the result data is printed, leaving 

264 records (Figure 5). 

data["Date"] = pd.to_datetime(data["Date"], 

dayfirst=True) 

data = data.loc[(data["Date"]>='2023-01-01') & 

(data["Date"]<='2023-05-30')] 

date 
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Fig 5. Filter result data 

A data variable is defined  to create indexes by date 

of daily frequency, and  the  number of cases for 

each of the indices (Day) is counted in the for cycle. 

Note that in Figure 6, only one record appears for 

each day of the month and for each record the total 

number of homicides. For the case of January 1, 

2023, 10 cases were registered in the city of Bogotá. 

data = pd. DataFrame(columns=["Day", "Date", 

"Number"])  

num_dias = 

pd.period_range(start=data["Date"].min(), 

end=data["Date"].max(), freq="D") 

size = len(num_dias) 

for i in range(size): 

 num_casos = 

data["Amount"].loc[data["Date"]==str(num_dias[i]

)].sum() 

data =  data.append({"Day": i+1, "Date": 

num_dias[i], "Number": num_casos}, 

ignore_index=True) 

data 

 

Fig 6. Data ready for model application 

After having the data ready, the model is 

created. First, from  the scikit Learn library, the 

train_test_split  class  is imported  to separate the 

data in training and testing and  the 

DecisionTreeRegression class  to make the 

prediction with the decision tree. 

Import Numpy as NP 

Import Pandas as PD 

import matplotlib.pyplot as plt 

from sklearn.model_selection import 

train_test_split 

from sklearn.tree import 

DecisionTreeRegressor 

The independent  variable x is established with  

the number of the day and the dependent variable y 
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with the number of homicides. A histogram of the 

data is also created (See Figure 7). 

plt.figure(figsize=(15,6)) 

plt.scatter(x=data["Day"], y=data["Number"]) 

plt.title("Number of homicides as of May 30") 

plt.xlabel("Day"); 

plt.ylabel("Number of Homicides") 

plt.show() 

 

Fig 7. Chart Day of the Year Vs Number of Homicides 

On lines 1 and 2 of the segment,  the X  and y 

variables are determined  , followed by the 

separation of the data into training and testing. 

Subsequently, the DecisionTreeRegression class is 

instantiated, which will represent the prediction 

model. And finally, the model is trained and starts 

predicting. 

X = data.drop(["Date", "Number"], axis=1)  

y = data["Number"] 

X_train, X_test, y_train, y_test = train_test_split(X, 

y, test_size=0.2, random_state=44) 

model = DecisionTreeRegressor(max_depth=10) 

model.fit(X_train, y_train) 

predictions = model.predict(X_test) 

predictions 

Remember that the data is made up of 150 records 

(150 days), of which 80% was separated for training 

and 30% for testing the accuracy of the model. There 

are 30 y_test data, which are shown in Figure 8. 

 

Fig 8. Predicted data from the 30 test values 

To validate the accuracy of the model, it is 

calculated. It gives us a result between 70% and 

75%, values given between the different executions 

that were made of the model. In the case presented 

in this article, the accuracy was 74.52%. 

 

errors = abs(predictions - y_test) 

MAPE = 100 * (errors / y_test) 

accuracy = 100 - np.mean(mape) 

print("Model accuracy: ", round(accuracy, 2))  
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Model accuracy: 74.52 

And finally, a graph is printed to compare the real 

values (y_test) versus the predicted values 

(predictions), to have a graphical view of the real 

values, versus the values predicted by the model 

based on the Decision Tree (Figure 9). 

plt.figure(figsize=(10,5)) 

plt.scatter(range(30), y_test, label="Real value") 

plt.plot(range(30), predictions, label="Predicted 

value", c=  'red') 

plt.title("Regression Decision Tree") 

plt.xlabel("Number") 

plt.ylabel("Value") 

plt.legend() 

plt.show() 

 

 

Figure 9. Actual Values vs. Predicted Values 

4. Discussion 

According to the results obtained, which gives 

us an accuracy close to 75%, this percentage can 

allow us to predict possible future values in 

homicide cases in the city of Bogota.... 

Within the contextualization of security in the 

city of Bogota, it can be seen in Figure 7 that the 

days with the highest number of homicides occurred 

between Saturdays and Sundays, representing 38% 

in the visualized data. These data are in line with the 

quarterly follow-up reports of the comprehensive 

plan for citizen security, coexistence and justice 

carried out by the Bogotá mayor's office, which 

records that 60% of homicides have occurred at 

night and early in the morning. It is important to note 

that weekdays (Monday to Thursday) in the 

afternoon hours is when this type of crime has 

increased the most. 

The proposed prediction model has a 

remarkably high accuracy, with a specific value of 

74.52%. This accuracy, located between a range of 

70% to 75%, is indicative of the robustness and 

reliability of the model in predicting homicide 

incidences in Bogotá, highlighting that, despite the 

inherent variability in crime data, which are 

influenced by a multitude of political, economic and 

social factors, the model has achieved a significant 

success rate. 

A large part of the usefulness of the model is 

reflected in the corresponding days from Monday to 

Thursday, where an accuracy close to 75% was 

cumulatively obtained, representing most of the 

values predicted by the model, leaving as outliers the 

homicides presented on holidays and weekends that 

correspond to Fridays.  Saturday and Sunday. It has 

been found that the model for the data corresponding 

to the weekends mostly represents the 

complementary error rate that corresponds to 

25.48%. 

The outliers and the error rate are contextually 

correlated in cultural behavior, since the citizen 

security reports provided by the Mayor's Office of 

Bogotá, reflect days such as the first of January 

(holiday at the beginning of the year) and the 
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weekends of celebration of Mother's Day, have 

become days of more violent celebrations in the city 

of Bogotá, reporting the highest number of 

homicides being 30% above the average value in 

terms of annual homicide rates. 

The proposed model was presented with a 150-

day window, since when expanding a dataset larger 

than 300, 600, 900 or 1200 days or more, the results 

obtained did not represent having greater relevance 

or influence on current predictions. This suggests 

that the analysis of crime data presents an 

independence between the most recent events in 

relation to past events. Contextually, this is because 

the conditions or factors that affected homicide rates 

in the past have changed, making homicide data 

from previous years not indicative of current trends. 

Therefore, by considering only the last 150 days, we 

achieved an accuracy of 75%, indicating that the 

most recent information is more relevant to current 

predictions.  

5. Conclusions 

The Classification Tree Regression Algorithm 

to predict homicide cases in the city of Bogota, 

according to the results obtained in the validation of 

the model, is feasible to generate optimal effects.  

The possibility of using this type of tool to 

predict future events that affect society in general 

allows us to open up a culture of data conservation 

at all levels, which can provide information and 

achieve the detection of patterns that in a certain way 

are capable of preventing or predicting social, 

economic and political events at large levels.  Given 

that, the acquisition of data or use of Big Data has 

developed in an accelerated way in the last decade, 

being reliable and relevant, therefore, it allows the 

tool to be effective and with high precision if it is 

handled with the indicated variables. 

The city of Bogotá has shown specific patterns 

in the occurrence of homicides, with notable 

increases during weekends and certain holidays, 

such as the beginning of the year and Mother's Day. 

These patterns reflect cultural behaviors and are 

supported by citizen safety reports. The proposed 

prediction model, focused on a period of 150 days, 

has shown a high accuracy, approximately 75%, in 

the prediction of homicide incidences, particularly 

on the days from Monday to Thursday. However, its 

effectiveness decreases when incorporating data 

older than 300 days, indicating the importance of 

focusing on more recent data due to changes in 

conditions and factors affecting homicide rates. In 

general, the model has been robust and reliable, 

although the need to consider the variability and 

influence of external factors in the prediction of 

crimes in Bogotá is highlighted. 

As a future work, it is planned to evaluate 

different machine learning techniques to strengthen 

the predictive model, also incorporating the 

identification of a greater number of predictor 

variables, which, although the proposed model has 

proven its robustness and reliability in the prediction 

of homicides in the city, it is imperative to recognize 

that it is a dynamic problem. Therefore, it is 

necessary to link factors and conditions that affect 

homicide rates to the model. This means that 

analysis and predictions must be continuously 

adapted to the context and time frame, because in the 

field of data analysis, keeping the information 

current and relevant is as essential as the accuracy of 

the model itself.  
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