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Abstract: Due to the current target-oriented assaults aimed at stealing confidential information from a business, Intrusion Detection 

Systems (IDSs) research is essential in the field of network security. Intrusion classification and detection are difficult yet highly 

specialised tasks. The accuracy of intrusion detection in network traffic varies for various methods in the current models. The inter 

domain dispersion disagreement assessment of the current method, unfortunately, has a higher computing complexity as the sample size 

rises, that might worsen the strategy's capacity in generalise. We suggest a deep transfer learning method based on 1D-CNN for 

categorising the incursions in order to resolve the issue. Also, a hybrid bottlenose dolphin optimization/artificial fish swarm technique is 

described for feature selection that can quickly and effectively detect a variety of intrusion behaviours by learning the information 

associated with typical intrusion characteristics. Using a character that allows the rough set to retain the original dataset's discernibility 

after reductions, the unique dataset's reductions were computed then utilised to create a neural network for training, improving detection 

capability. For the purpose of analysis three benchmark dataset such as KDD Cup' 99, NSL-KDD and UNSW-NB15 are used and shows 

that the suggested Hyb_DOAFS_1D-CNN achieves 96.4% and 99% of accuracy, 92% and 99% of precision, 99% and 97% of recall, 

99.4% and 99% of f1-score. 
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1.Introduction 

The Internet of Things (IoT) is a technology that has 

been employed in recent years and is expanding at a 

rapid rate. It allows for interaction and exchange of 

information among various objects over a network, 

which is advancing new business production 

technologies [1]. The huge increase in cybersecurity 

threats has consequently led to numerous issues in a 

variety of areas, including finances, reputation, 

regulation, and operating models [2]. Typically, cloud 

technology is used to store IoT data and is designed as a 

model for providing customers with a variety of 

resources and services on demand. The amount of human 

interaction between consumers and providers is often 

reduced by cloud computing [3]. It has drawn 

considerable interest from businesses and users as a 

result of its amazing features. Yet, there may be a 

number of challenging concerns with the operating 

method and security while switching to the cloud 

computing platform [4]. The sensitive data that is kept on 

servers in the cloud is a source of vulnerability. Because 

of the security risk, the cloud computing platform is a 

target for numerous cybercriminals and intrusions, which 

discourages many users from utilising or switching to it 

[5]. The current sharp increase in cyberattacks is caused 

by a number of factors. One of the primary causes is the 

availability and ease of use of hacking tools, which 

enable novice hackers to swiftly attack cloud storage 

without the use of sophisticated techniques or specialised 

knowledge [6]. Several academic communities have 

neglected to address various difficulties in the sphere of 

cyberattacks, such as intrusion detection systems (IDSs), 

throughout the past few decades [7]. A number of 

conventional classifiers have effectively tackled the IDS, 

which is characterised as a feature selection 

problem[8,9]. They were utilised to address a variety of 

challenging optimization problems prior to the 

metaheuristic (MH) revolution [10]. Particle swarm 

optimization (PSO) [11], crow search algorithm (CSA) 

[12], genetic algorithm [13,14], random harmony search 

algorithm (RHSA) [15], and grey wolf optimizer (GWO) 

[16] are all IDSs that make use of MH in some way. 

The purpose of an Intrusion Detection System (IDS) is to 

detect and respond to intrusions, malware, and other 

potential security breaches by continuously monitoring 

and analyzing network traffic, system activity, and other 

data sources. An intrusion detection system (IDS) 

monitors a computer network or system for signs of 
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intrusion, such as unusual activity or patterns that could 

only have been caused by an outside threat. Two major 

categories of IDS exist: 

• Network-based IDS (NIDS): In order to detect 

malicious activity, this IDS examines data packets 

and keeps a close eye on network traffic. Network 

intrusion detection systems (NIDS) are typically 

installed at key nodes within a network, such as 

gateways or routers, and are capable of detecting a 

wide variety of network-based attacks, such as port 

scanning, DoS attacks, and some forms of malware 

activity. 

• Host-based IDS (HIDS): Host-based intrusion 

detection systems are deployed on individual hosts 

(servers, workstations) and are optimized for 

monitoring host-centric activity. File integrity checks, 

log analysis, and process tracking are all examples. 

Unauthorized access attempts and modifications to 

crucial system files are two examples of assaults that 

HIDS can detect. 

When it comes to securing networks, systems, and 

applications from intrusion, attack, and other forms of 

cybercrime, intrusion detection systems (IDS) play a key 

role. These systems perform continuous monitoring of a 

network or system to look for suspicious activity and 

then provide alerts or take other measures to deal with it. 

Threat detection, real-time monitoring, alert generation, 

incident response, forensics and analysis, network 

segmentation and access control, compliance and 

reporting, intrusion prevention, and continuous 

improvement are some of the main roles of intrusion 

detection systems in the security domain. When 

combined with additional security measures like 

firewalls, antivirus software, and safe coding techniques, 

Intrusion Detection Systems (IDSs) provide a multi-

layered defense against a variety of cyber attacks. 

In this paper, we suggest a brand-new, highly effective 

IDS model that makes use of both hybrid metaheuristic 

optimization methods and sophisticated deep learning 

(DL) techniques. By employing a convolutional neural 

network (CNN) model, the level in ID-CNN initial 

swiftly and effectively obtained the characteristics. To 

recover the relevant features, there really are numerous 

successive convolutional blocks. Only the extracting 

features step, which enables the extraction of major 

characteristics that can describe the raw data in a lower-

dimensional space, were carried out using the CNN[17]. 

Moreover, CNNs are well renowned for their quick 

training times and capacity to acquire intricate features 

from simpler designs. In order to extract useful 

information and detect potentially harmful or intrusive 

behaviors, the fully linked layer is built in the same way 

that CNN[18]'s blocks are. The artificial fish swarm 

algorithm (Hyb_DOAFS) and bottlenose dolphin 

optimization are two new hybrid optimization techniques 

that are then suggested as a feature selection tool to 

enhance IDS's classification outcomes. Due to its many 

amazing qualities, including the fact that it requires few 

initial parameters, the Hyb DOAFS method is utilised as 

it is a relatively new but effective one. The derived 

material is optional for the initial investigation. Simple 

and straightforward to use, it is. It is adaptable and legal. 

As a result, it has been put to the test against with a 

variety of scientific challenges and benchmarking tasks. 

In light of this, the work's achievements are just as 

chooses to follow: 

• KDD Cup' 99, NSL-KDD, and UNSW-NB15 are 

three online datasets from which the information 

were obtained. The information were then 

preprocessed using the one-hot and min-max 

normalisation techniques. 

• To choose features, a hybrid optimization method 

like the Bottlenose Dolphin Optimization and 

artificial fish swarm algorithm (Hyb DOAFS) is used. 

• Using 1D-CNN model, ransomware may be 

classified into appropriate classes when 

characteristics are chosen. This method is effective 

and dependable for identifying advanced threats. 

Following this, we present the proposed strategy and 

methodologies in Section 3, the experimental results and 

discussion in Section 4, and the chapter's conclusion and 

directions for further research in Section 5. 

2. Related works 

One of the greatest techniques for identifying serious 

attacks on a network is the anomaly-based IDS. The deep 

learning algorithms are one of the crucial parts of the 

IDS that it uses to carry out categorization jobs. 

Investigators evaluate the efficacy of the deep learning -

IDS models using several characteristics, such as real 

positive and real negative rates, to determine such 

systems' capacity. 

Deep neural networks were utilised by the researcher in 

[19] to extract the best attributes from IoT IDS 

information. Then, relying on a newly formed SI 

optimizer known as the Capuchin Search Algorithm, an 

effective feature selection approach  was suggested 

(CapSA). The gradient-clipping problem is solved by 

using likely point particle swarm optimization 

throughout [20], in which the ada boost long-short term 

memory (ELSTM) technique with recurrent neural 

network (RNN) was being used. The noted classification 

model serves to effectively categorise and identify the 

invasion information from the data samples. The K-

Nearest Neighbors (K-NN) algorithm has been applied 
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[21] to propose a network intrusion detection model for 

IoT contexts, which improves the data quality and 

identifies the 10 leading functioning characteristics. By 

using 5 samples for evaluation and verification, the 

Exponential Shuffled Shepherded Optimization 

Algorithm (ExpSSOA) within [22] aims to achieve the 

same efficiency as current programs. To solve the 

security issues, the hybrid Hunger Games Search and 

Remora Optimization Algorithm (HHGS-ROA) was 

presented by [23]. With an improved detection rate, the 

suggested technique achieves a reduced false-positive 

rate (FPR). A brand-new hybrid long short-term memory 

(LSTM) strategy is put forth in [24]. To extract the 

temporally and geographically linked elements of the IoT 

network, a convolutional neural network is used, while 

an optimized long short-term memory network is used to 

forecast the program's various attacks. Firefly swarm 

optimization was used with LSTM to cut down on 

processing costs and boost predictive performance.  

Using data from Message Queuing Telemetry Transport 

(MQTT), [25] suggests a novel method for detecting 

intrusions. The weighed merged characteristics are 

generated by fusing the three output features along with 

the weighting variable. An improved technique was used 

to set the hyperparameters of the Hybrid Classifier, 

which performs categorization by including a Fuzzy and 

a One-Dimensional Convolutional Neural Network. In 

order to categorise and foresee unexpected cyberattacks, 

deep neural network (DNN) was utilised on [26] to 

construct efficient and effective IDS in the IoMT 

context. By using hyperparameter feature selection 

algorithms, the connection weights were preprocessed, 

improved upon, and tweaked. Though the adaptive 

selection among the most instructive data aspects, [27] 

provides a lightweight machine learning-based intruder 

detection approach to minimise the complexity of the 

massive wireless communication data.  Using a 

convolutional neural network with adaptive particle 

swarm optimization (APSO-CNN), the authors of [28] 

offer a novel approach to detecting intrusions into IoT 

networks. In this case, the PSO technique is used to 

adaptably optimize the structure parameters of a one-

dimensional CNN by changing the inertia weight. Within 

[29], the researcher created a dataset, normalized it with 

min-max, then homogenized it with 1-N encoding. The 

spider monkey optimization (SMO) technique was used 

to reduce the number of features, and the resulting 

smaller dataset was then fed into a deep neural network 

(DNN).

 

Table-1 Analyzing and contrasting the current practices 

Author/year Method Advantage disadvantage 

Abd Elaziz et al., (2023)  Capuchin Search 

Algorithm (CapSA) 

More accuracy There may be isolated 

issues. 

Donkol et al., (2023) particle swarm 

optimization 

capable of dealing with 

ongoing information 

Bias that vanishes cannot 

be removed 

Mohy-eddine et al., 

(2023) 

K-NN superior toughness Architecture is more 

complex 

Pandey et al., (2023)  ExpSSOA easy to build maybe reaches a good 

approximation 

Kumar et al.., (2022) HHGS-ROA several categorization 

problems can be solve 

selecting virtual networks 

is challenging 

Alqahtani, et al,(2022)  LSTM Can handle challenging 

tasks 

sluggish training speed 

Vijayan et al, (2022)  One-Dimensional 

Convolutional Neural 

Network 

easy to adjust towards 

unknowable 

circumstances 

Issue with imbalanced 

datasets 

Maddikunta et al., (2020)  DNN high efficiency in a given 

environment & set of 

parameters 

high degree of overall 

network intricacy 

Davahli et al., (2020)  lightweight machine 

learning 

powerful in identifying 

different dangerous 

sluggish computing 
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information 

Kan et al., (2021) APSO-CNN much rapid computing The information affects 

how well the algorithm 

achieves. 

Khare et al., (2020) SMO-DNN Less error More processing time 

 

According to the aforementioned review article, this was 

determined that difficulties with intrusion detection 

methods, including a lower false-positive rate, a decrease 

in computational load, enhanced precision, and 

efficiency, needed to be addressed. By utilising the 3 

main benchmark datasets, the suggested Hyb DOAFS 

IDCNN classifier approach addresses these problems. 

The chaotic, unnecessary data is removed using the 

dimensional reduction technique to improve the intrusion 

prevention system' rapidity and precision. This really is 

due to the literature's usage of metaheruistic methods as 

dimensionality reduction strategies. 

3.System model 

The recommended design process is depicted in Figure 1. 

The data is first extracted from the storage system and 

pre-processed using a one-hot encoding and min-max 

normalisation procedure. Then, using a hybrid bottlenose 

dolphin and artificial fish swarm optimization algorithm, 

the data has been chosen for characteristics from the 

statistical information, and the principal components 

have been eventually categorised just use a 1D-CNN 

with transfer learning model. 

 

 

 

 

 

 

 

 

 

 

 

Fig-1. block diagram for optimal intrusion detection using optimization method 

Dataset description 

KDD Cup' 99 constitutes one of the most popular 

intrusion prevention data sets and is modeled on the 

DARPA data set. It falls under subcategory alternative 

because it either uses the standard packet-based structure 

nor the flow-based structure. The data set lacks IP 

addresses however includes high-level characteristics 

such as the number of unsuccessful login attempts as 

well as fundamental information regarding Data 

transmission. KDD CUP 99 includes a specific test 

sample and more than 20 various forms of attacks (such 

as DoS or buffer overflow). The 7 billion measured 

values in the data collection are downloadable for free. 

[30] 

 The NSL-KDD improves the KDD CUP 99. The high 

level of duplication in the KDD CUP 99 data collection 

has drawn significant concern. As a result, the NSL-

KDD writers eliminated redundancies from the KDD 

CUP 99 data set and produced more complex subsets. 

About 1 million data points make up the final large 

dataset, which is then separated into subgroups for 

training and testing intrusion prevention algorithms. 

It employs the same characteristics as KDD CUP 99 and 

therefore is classified as other. Nonetheless, it ought to 

be recognised that the NSL-underlying KDD's internet 

traffic began in 1998. The data set is accessible to 

everyone. [31] 

 UNSW-NB15-   It contains both legitimate and 

malicious network traffic and was produced from over 

course of 29 hours in a tiny replicated scenario by using 

NSL-KDD, KDD Cup' 

99  and UNSW-NB15 

dataset 

Pre-Processing using 

One hot encoding and 

min-max normlization 

 

Feature selection using 

hybridization of bottlenose 

dolphin and artificial fish 

swarm optimization 

algorithm 

Classification using 1D-CNN 

with transfer learning 
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IXIA Tipping Point programme. It consists of following 

various types of attacks, including viruses, open ports, 

DoS, vulnerabilities, and sniffers. It  is also accessible 

containing extra properties in flowbased form. The 

UNSW-NB15 includes divisions for the training and 

assessment that are already specified. The data set is 

freely accessible and contains 46 various Internet 

Protocol (IP) addresses. [32] 

Preprocessing of data 

In machine learning, the K-Nearest Neighbors (KNN) 

algorithm is a common and straightforward approach to 

classification and regression. It is an instance-based and 

non-parametric learning technique, which means it does 

not presuppose anything about the data distribution and 

instead draws inferences directly from the data points 

themselves. 

The OneHotEncoder (OHE) and min-max normalisation 

stages make up the bulk of the suggested architecture for 

data preparation. The unlabeled raw is used as a 

preparatory element. A few arguments, including 

missing values, strategy, and axis, can indeed be added 

to the Imputer subclass. For categorization parameters 

that don't have a hierarchical link, the integer's coding is 

insufficient. Using this coding and letting the model 

assume a regular sequence of categories can lead to 

sluggish performance or surprising outcomes. In this 

case, one can encode the representation of the number 

using a onehotencoder. Here, the encoded numeric 

variables get decoded, and a binary number expression is 

added for every distinct numerical value. The 

computation description of data pretreatment seems to be 

as following, and the suggested data preprocessing is 

carried out in a Kernel space. 

• Load Libraries #Load the packages for Pandas and 

Sklearn 

• Find and open the dataset in CSV file format in step 

two by importing it. 

• Addressing Insufficient Information in the Dataset 

a) missing values #detect any set of data numbers that 

are lacking. 

b) approach # Mean, median, or most frequent values are 

utilised to replace missing data strategically. 

• Onehotencoder is used to code categorical data after 

applying data modification algorithms. 

• Phase 5 involves data partitioning into a training set 

and a test set. A good rule of thumb is to train with 

80% of the data and test with the remaining 20%. 

• Feature Scaling (Standardization and Grading) (min-

max normalization) 

The actual data 𝑦 is transformed linearly into the given 

range (𝑛𝑚𝑖𝑛 , 𝑛𝑚𝑎𝑥)via Min-Max Regularization. 

𝑦𝑖 = 𝑛𝑚𝑖𝑛 + (𝑛𝑚𝑎𝑥 − 𝑛𝑚𝑖𝑛) × [
𝑦𝑖−𝑦𝑚𝑖𝑛

𝑦𝑚𝑎𝑥−𝑦𝑚𝑖𝑛
]  (1) 

𝑦𝑚𝑎𝑥 = max
1≤𝑖≤𝑁

𝑦𝑖 , 𝑦𝑚𝑖𝑛 = min
1≤𝑖≤𝑁

𝑦𝑖 ,  (2) 

With this technique, the information is proportionally 

scaled from (𝑦𝑚𝑖𝑛 , 𝑦𝑚𝑎𝑥)  to (𝑛𝑚𝑖𝑛 , 𝑛𝑚𝑎𝑥) . This 

technique's benefit lies in how it accurately keeps all 

connections between the values. It wouldn't potentially 

skew the information in any way. 

Feature selection using hybrid optimization algorithm 

The information will be cleaned up using feature ranking 

methods to eliminate features that are redundant and 

unimportant. Component rating and subgroup selecting 

are the two main types of algorithms for picking features. 

All characteristics are scored according to a particular 

criteria in variable selection, and those that fall short of a 

predetermined score are eliminated. Whereas the 

choosing a subset, the best possible subset is sought out, 

and characteristics were chosen depending on ordering. 

The search stage, the call phase, the reception phase, and 

the predation phase are the 4 basic stages that dolphins 

use to carry out their predatory strategy. The optimal 

solution to the issue is produced through continuous 

iteration, and the associated searching connections were 

created using the behaviour of 4 concurrent phases. 

Initialization:Every dolphin in the optimization problem 

symbolises a workable solution. In this research, the 

dolphins is described as 𝑑𝑝𝑖 = [𝑦1, 𝑦2, … 𝑦𝐷]𝐾   (𝑖 =

1,2, … 𝐽)  which is a workable D-dimensional solution, 

wherein  𝐽 is the amount of dolphins and 𝑦𝑗(𝑗 =

1,2 … 𝑐𝑜𝑚) is the element of each degree that needs to 

be optimised. 2 factors relate to the dolphin are the 

individualized ultimate solution (I) and neighbourhood 

quality improvement (N).  

There seem to be two associated variables 𝐿𝑖(𝑖 =

1,2, … 𝐽)  and 𝑁𝑖(𝑖 = 1,2, … 𝐽) ,  for each 𝑑𝑝𝑖(𝑖 =

1,2, … 𝐽), where 𝐿𝑖  stands for the optimal solution that 

the 𝑑𝑝𝑖  discovers once, and 𝑁𝑖  represents the optimal 

solution that the 𝑑𝑝𝑖   finds independently or obtains from 

others. The standard for determining if the answer is 

superior is fitness fit. Several directions are best for 

bootlenose dolphin locomotion. The first is the distance 

between 𝑑𝑝𝑖  and 𝑑𝑝𝑗 , denoted by the names 𝑑𝑖𝑠_𝑑𝑝𝑖𝑗  

and named=|𝑑𝑝𝑖 − 𝑑𝑝𝑗| where i, 𝑖, 𝑗 = 1,2 … 𝐽, 𝑖 ≠ 𝑗 .The 

second is the distance between 𝑑𝑝𝑖  and 𝑁𝑖 , denoted by 

the names 𝑑𝑖𝑠𝑡𝑁𝑖
= |𝑑𝑝𝑖 − 𝑁𝑖|, 𝑖 = 1,2, … . 𝐽. The third is 

the distance between 𝐼𝑖  and 𝑁𝑖 ,, denoted by the names 

𝑑𝑖𝑠𝑡_𝐼𝑁𝑖 and 𝑑𝑖𝑠𝑡𝐼𝑁𝑖
= ‖𝐼𝑖 − 𝑁𝑖‖, 𝑖 = 1,2, … 𝐽  



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(6s), 220–232 |  225 

Preying Behavior: This is a fundamental activity in 

which the fish seeks to relocate the food source; 

typically, the fish senses the concentration of food in the 

water to decide whether to move by sight ((𝑣𝑖𝑠) or sense 

(𝑠𝑒𝑛)and then selects the propensity. The more (𝑣𝑖𝑠) 

there is, the easier it is for the dolphin to locate the 

worldwide immense value and congregate. Assume 

that  𝑧𝑖  represents the dolphin's current state and 

𝑧𝑗  represents a randomly chosen state in 𝑧𝑖  's visual. 

𝑑𝑖𝑠𝑡(𝑧𝑖 , 𝑧𝑗) ≤ 𝑣𝑖𝑠 are the food intensity ratios (objective 

function values) related to 𝑧𝑖  𝑎𝑛𝑑 𝑧𝑗, respectively. If 𝑧𝑖 <

𝑧𝑗  in the maximising problem, it will move in the 

following direction:  𝑚𝑜𝑣𝑒(𝑧𝑖 < 𝑧𝑗).  If not, choose a 

different state 𝑧𝑗 at random once more and determine if it 

fulfills a forward condition. Whenever it fails to fulfill 

even trying 𝑡𝑟𝑦_𝑛𝑢𝑚  times, it advances a step 

arbitrarily. The AF can swim randomly when the 

𝑡𝑟𝑦_𝑛𝑢𝑚  is tiny, which causes it to veer out of the 

nearby optimal value field. 

Reception stage: The optimal option would be selected 

by other dolphins when they compare the optimal 

evidence received to their own optimal solutions. 𝐺𝑖. In 

Hyb DOAFS, a 𝑁 × 𝑁 order matrix called "transmission 

time matrix" (trans mat) implements the information 

flow, along with the preying behaviour as well as leaping 

activity. The remainder of the discourse in trans mat is 

represented by 𝑡𝑟𝑎𝑛𝑠_𝑚𝑎𝑡𝑖,𝑗  rom 𝑑𝑝𝑗  to 𝑑𝑝𝑗 . If 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑁𝑖) < 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑁𝑗)  and 𝑡𝑟𝑎𝑛𝑠_𝑚𝑎𝑡𝑖,𝑗 >

[
𝑑𝑖𝑠_𝑑𝑝𝑖𝑗

𝐴.𝑠𝑝𝑒𝑒𝑑
]  are true for 𝑁𝑖 , 𝑁𝑗 , and, then 𝑡𝑟𝑎𝑛𝑠_𝑚𝑎𝑡𝑖,𝑗 =

[
𝑑𝑖𝑠_𝑑𝑝𝑖𝑗

𝐴.𝑠𝑝𝑒𝑒𝑑
]  afterwards, 𝑡𝑟𝑎𝑛𝑠_𝑚𝑎𝑡𝑖,𝑗 =

[
𝑑𝑖𝑠_𝑑𝑝𝑖𝑗

𝐴.𝑠𝑝𝑒𝑒𝑑
]wherein  𝑎𝑐𝑐  is a characteristic of acceleration 

that could speed up sound. At this stage, 𝑇2is labelled as 

the increased contact time for, 𝑡𝑟𝑎𝑛𝑠_𝑚𝑎𝑡𝑖,𝑗 . 𝑁𝑖   is 

changed to 𝑁𝑗  if fitness 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 (𝑁𝑖) > 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑁𝑗),  ; 

else, 𝑁𝑖  stays the very same. The determined by the 

distance of a Hyb DOAFS's companions, 𝑎𝑣𝑔_𝑑𝑖𝑠𝑡(𝑖), 

must first be determined before the effective and 

strategic of those companions can be determined. 

𝑎𝑣𝑔_𝑑𝑖𝑠𝑡(𝑖) =
∑ 𝑑𝑖𝑠𝑡(𝑁𝑖,𝑁𝑖)𝑗

𝑛𝑝𝑓𝑖
, such that 𝑑𝑖𝑠(𝑁𝑖 , 𝑁𝑗) < 𝑣𝑖𝑠

  (3) 

The Hyb_DOAFS with the euclidean distance that is 

nearest to the average distance would then be chosen. 

𝑐 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑗  {𝑎𝑣𝑔𝑑𝑖𝑠𝑡(𝑖) −

𝑑𝑖𝑠(𝑁𝑖 , 𝑁𝑗)}∀𝑗 𝑠𝑢𝑏𝑗𝑒𝑡 𝑡𝑜: 𝑑𝑖𝑠(𝑁𝑖 , 𝑁𝑗) ≥ 𝑎𝑣𝑔𝑑𝑖𝑠𝑡(𝑖) (4) 

Such combination methods promote improved 

exploration, cost-effective search space research, 

avoiding convergence rate, and the potential of becoming 

bound by local optima. 

Classification of malwares 

An CNN architecture, known as a 1-dimensional 

convolutional neural network, is primarily used to 

analyse time information. Although 1D CNNs have 

indeed produced cutting-edge results on practical 

challenges, the 2D CNN model has a processing gain. 

With a 1D CNN, computational complexity might be 

decreased to 𝑂 (𝑎, dim  for the same a and dim 

parameters as above. The main layer of CNN is called 

the convolution level, and it has a number of learnable 

components. The much more crucial aspect of the 

convolution layer is value distribution. It is used to 

reduce the computing burden and optimise the network 

settings to prevent overfitting brought on by too many 

configurations. 

𝑦𝑗
𝑛 = 𝑓(∑ 𝑦𝑘

𝑙−1
𝑘∈𝑀𝑗

∗ 𝑅𝑘𝑗
𝑙 + 𝑏𝑖𝑎𝑠𝑗

𝑙)  (5) 

Where, 𝑀 and R signify the collection of attribute values 

and the gaussian kernel, correspondingly, and 

𝑓(. )and  𝑏𝑖𝑎𝑠  denote the nonlinear activation function 

and the bias term, respectively, and 𝑦𝑗
𝑛signifies the 𝑛 th 

feature in the j layer. ReLU is a frequently used 

activation function and is spelled out as follows: 

𝑅𝑒𝐿𝑈(𝑥) = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚(0, 𝑦)  (6) 

Typically, the down sampling procedure is carried out by 

the pooling layer (PL). The major goals of PL are to 

prevent overfitting, increase the generalizability of the 

model, and decrease the parameters of the neural 

network while keeping the representative features. The 

following can be done to implement a PL procedure: 

𝑦𝑗
𝑛+1 = 𝑝𝑜𝑜𝑙(𝒚𝒋

𝒏)  (7) 

When 𝑝𝑜𝑜𝑙(𝒚𝒋
𝒏)  denotes the action of pooling and 𝑦𝑗

𝑛+1 

denotes the 𝑗 th feature of the 𝑛 + 1layer, accordingly. 

The "Descriptor" in the entire neuron is played by the 

full connection level. At the inputs of the fully linked 

layer, the result of the final pooling layer will be first 

extended to create a one-dimensional feature space. 

When the inputs and outcomes are fully coupled, ReLU 

serves as the hidden layer's activation function. Lastly, 

the output layer is calculated using the Softmax function, 

and the results are as continues to follow: 

𝑦𝑛 = 𝑓(𝑤𝑒𝑖𝑛𝑦𝑛−1 + 𝑏𝑖𝑎𝑠𝑙)  (8) 

where 𝑓(•) stands for the non linear activation function, 

and 𝑤𝑒𝑖𝑛and 𝑏𝑖𝑎𝑠𝑙  stand for the weight and bias of the 

entire connection layer, correspondingly. ReLU was 

typically employed as the kernel function because the 𝑛 

layer was the hidden layer, but when the 𝑛 +  1 level was 

the output of the system, the activation function was 

switched to Softmax which was provided as 
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𝑠𝑜𝑓𝑡𝜃(𝑦) = 𝑝𝑟𝑜𝑏(𝑦𝑛 = 1𝑦𝑛; 𝜃); 𝑝𝑟𝑜𝑏(𝑦𝑛

= 2𝑦𝑛; 𝜃) … . . 𝑝𝑟𝑜𝑏(𝑦𝑖 = 𝑘𝑦𝑖; 𝜃) 

=
1

∑ 𝑒𝑗𝑛
𝑗=1

(𝑘)   (9) 

Whereas is the model's variables, 𝑝𝑟𝑜𝑏(𝑦𝑖 = 1𝑦𝑖; 𝜃) 

denotes the likelihood that input ith sampling attribute 

𝑦𝑖 corresponds to subcategory 𝜃  and ∑ 𝑒𝑗𝑛
𝑗=1  is used to 

normalise the residual probabilistic model to ensure that 

the total of all likelihood equals 1. 

4. Performance Analysis 

As the training dataset for the competition, this dataset 

contains 11,4780 incidents and nine malware families. 

This collection contains 25 malware families and 

5394 incidents. These datasets were divided into a 

training set (80%), a validation set (10%), and a testing 

set (10%) for the research. To choose the best breakpoint 

during retraining, the test dataset is being used. Once the 

ideal breakpoint has been found, researchers use the 

testing data and the learnt modeling to determine the 

testing accuracy. Designers perform the randomized 

divisions ten times and then provide the accuracy rate 

and the accompanying variance to evaluate the resilience 

of each strategy. 

 

Table-2 description about dataset 

dataset Split U2R DoS R2L probe normal 

KDD Cup' 99 Test 45 45,792 537 22,347 4567 

Train 89 65,235 589 34,28 2389 

NSL-KDD Test 89 71,458 389 445 5489 

Train 91 157,398 574 5,389 2354 

UNSW-NB15 

 

Test 43 458,249 348 5,245 4590 

Train 89 78,234 524 56,234 8024 

 

The performance of our proposed 

Hyb_DOAFS_IDCNN: Hybridization of Bottlenose 

Dolphin Optimization and artificial fish swarm algorithm 

with 1D-Convolution Neural Network classifier is 

carried out using parameters such as accuracy, precision, 

recall, F1-score. These parameters are analyzed for three 

datasets 

• Accuracy: It is a metric for evaluating the overall 

accuracy of a deep learning model. The accuracy with 

which classifier models can foretell whether or not an 

incident will occur is measured in terms of true positive 

(TP) and true negative (TN). The number of inaccurate 

predictions made by the models is represented by the 

sum of the false positive (FP) and false negative (FN) 

rates. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (10) 

 

Table-3 analysis of accuracy 

 test train 

class KDD Cup' 

99 

NSL-KDD UNSW-

NB15 

KDD Cup' 99 NSL-KDD UNSW-NB15 

U2R 90.8 78.6 96.4 98.4 79.4 82.4 

DoS 89.4 78 97 99 76.3 86 

R2L 89 78.4 97.3 97.4 77 85.3 

probe 90.4 76 96 97 77.9 82 
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Fig-2 comparison of testing accuracy 

 
Fig-3 comparison of training accuracy 

 

Figure 2 and 3 indicates testing accuracy and training 

accuracy for the proposed Hyb_DOAFS_IDCNN X axis 

and Y axis shows that various classes  and the values 

obtained in percentage respectively. When compared, 

KDD Cup' 99, NSL-KDD and  UNSW-NB15 achieves 

90%,78% and 97% of testing accuracy with 98%, 77% 

and 85% of training accuracy. It is found that the 

proposed method is better for UNSW-NB15 and KDD 

Cup' 99 dataset. 

• Precision: The accuracy of the assault type 

classification system is evaluated. Accuracy refers to 

how well a classifier can determine whether or not a 

disease is present. The true positive (TP) rate, which may 

be computed using equation (11), describes how often a 

test result is correct. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   

 (11) 

 

Table-3 analysis of precision 

 test train 

class KDD 

Cup' 99 

NSL-

KDD 

UNSW-

NB15 

KDD Cup' 99 NSL-KDD UNSW-NB15 

U2R 90 89 71 89 79 98 

DoS 91 89.6 72 89.6 79.6 98 

R2L 92.3 87 72.5 87 79 99.5 

probe 92 85 75 87.4 76 98 
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Fig-4 comparison of testing precision 

 

Fig-5 comparison of training precision 

 

Figure 4 and 5 indicates testing precision and training 

precision for the proposed Hyb_DOAFS_IDCNN X axis 

and Y axis shows that various classes  and the values 

obtained in percentage respectively. When compared, 

KDD Cup' 99, NSL-KDD and  UNSW-NB15 achieves 

92%,87% and 72% of testing precision with 89%, 79% 

and 99% of training precision. It is found that the 

proposed method is better for UNSW-NB15 and KDD 

Cup' 99 dataset. 

• Recall: In the absence of data, it is the 

probability that a classifier will make an accurate 

negative prediction. It can be determined using the true 

negative (TN) rate formula (12). 

𝑅𝑒𝑐𝑎𝑙𝑙(𝑅) =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
   

 (12) 

Table-4 analysis of recall 

 test train 

class KDD 

Cup' 99 

NSL-

KDD 

UNSW-

NB15 

KDD Cup' 99 NSL-KDD UNSW-NB15 

U2R 78 66 99 81 71 97 

DoS 78.5 68.5 98.6 82.3 72.4 97 

R2L 78 69.4 99 82 72 97.4 

probe 77.4 68 99.4 83 74 96 
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Fig- 6 comparison of testing recall 

 

Fig-7 comparison of training recall 

 

Figure 6 and 7 indicates testing precision and training 

precision for the proposed Hyb_DOAFS_IDCNN X axis 

and Y axis shows that various classes  and the values 

obtained in percentage respectively. When compared, 

KDD Cup' 99, NSL-KDD and  UNSW-NB15 achieves 

78%,69% and 99% of testing accuracy with 82%, 72.5% 

and 97% of training accuracy. It is found that the 

proposed method is better for UNSW-NB15 dataset. 

• The F1-Score measures how well the forecast 

was made. It is the sum (or averaged harmony) of the 

accuracy and recall rates. The highest possible score is 1, 

while the lowest is 0. When calculating F-values, the 

TNs are ignored. The formula (13) can be used to 

determine the F1-Score: 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2∗𝑃∗𝑅

𝑃+𝑅
   

 (13) 

Table-4 analysis of f1-score 

 test train 

class KDD 

Cup' 99 

NSL-

KDD 

UNSW-

NB15 

KDD Cup' 99 NSL-KDD UNSW-NB15 

U2R 75 98 87 89 96 89 

DoS 75.6 99.7 87.5 89.4 96.4 89.44 

R2L 75 98 85 89 96.9 89 

probe 74 99 85.9 89.3 96 89.5 
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Fig- 8 comparison of testing f1-score 

 

Fig-9 comparison of training f1-score 

 

Figure 8 and 9 indicates testing f1-score and training f1-

score for the proposed Hyb_DOAFS_IDCNN X axis and 

Y axis shows that various classes  and the values 

obtained in percentage respectively. When compared, 

KDD Cup' 99, NSL-KDD and  UNSW-NB15 achieves 

75%,99% and 87% of testing accuracy with 89%, 96% 

and 89% of training accuracy. It is found that the 

proposed method is better for NSL-KDD dataset. 

5. Conclusion 

The initial of its kind new Hyb DOAFS IDCNN 

intrusion detection model is given in this research paper. 

To use the benchmark datasets KDD Cup' 99, NSL-

KDD, and UNSW-NB15, the suggested approach was 

tested and implemented. This method makes use of the 

hybrid optimizer's benefits to reduce the dimension, and 

then it uses a deep neural network to do binary 

classification. Accuracy, precision, recall, and F1-score 

were used as performance indicators in the assessments 

of the suggested model. Also, the suggested Hyb 

DOAFS IDCNN model's effectiveness is determined 

using the IDCNN's time training. The proposed model 

has the limitation of being applicable solely to 

classification tasks. Multiclass classification expansion 

will allow for future evaluation of the work's efficacy. 
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