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Abstract: The paper presents a comprehensive investigation into the dynamic interplay of Chinese cultural influence and market potential 

within the context of Malaysian Chinese-language films. Big data analysis and predictive modeling, the study explores various scenarios 

to unveil the underlying correlations between cultural elements, market opportunities, and box office success. With integrating Stochastic 

Gradient Descent (SGD) with Software-Defined Networking (SDN), the research enhances data processing accuracy and efficiency, 

providing a robust framework for decision-making in the film industry. Through a meticulous analysis of scenarios, the study reveals the 

intricate relationship between cultural impact and market potential, shedding light on how cultural influence contributes to box office 

revenue. Additionally, an evaluation of data processing aspects offers insights into optimizing computational strategies. This paper's 

findings offer valuable insights for film industry stakeholders seeking to navigate the intersection of culture, market dynamics, and data-

driven decision-making, ultimately advancing the success of Chinese-language films in the Malaysian market. Our findings underscore the 

pivotal role of cultural impact in shaping market viability, as evidenced by high correlation coefficients (r > 0.97) between Cultural 

Influence and Market Potential Score. With a voluminous dataset, the study attains a fine-grained understanding of these films, reaffirming 

the symbiotic relationship between cultural narratives and box office achievements. Moreover, the research evaluates the practical 

dimensions of data processing, revealing the computational intricacies encapsulated by Processing Time, Memory Usage, and Input Data 

Size 

Keywords: Big Data Analytics, Cultural influences, Market Potential, Predictive models, Stochastic Gradient Descent (SGD), Software 

Defined Network (SDN) 

1. Introduction 

Big Data Analysis has revolutionized the study of cultural 

influences by providing an unprecedented ability to 

uncover intricate patterns, trends, and insights that shape 

societies and individuals [1]. With the exponential growth 

of digital information from sources such as social media, 

online platforms, and digital archives, researchers can 

now harness the power of big data techniques to explore 

the multifaceted interplay between cultural phenomena 

and societal dynamics [2]. Through sophisticated 

algorithms and machine learning models, big data analysis 

allows researchers to detect subtle cultural shifts, identify 

emergent cultural trends, and map the diffusion of ideas 

and values across different regions and communities. This 

approach enables the identification of key cultural 

influencers, the exploration of the impact of globalization 

on cultural homogenization or diversification, and the 

examination of how cultural preferences and behaviors 

evolve over time [3]. Moreover, big data analysis can shed 

light on the influence of cultural factors on various 

domains, including consumer behavior, political 

sentiment, language evolution, and artistic creativity [4]. 

With analyzing massive datasets, researchers can uncover 

correlations and relationships that were previously 

inaccessible, leading to a deeper understanding of cultural 

dynamics and their far-reaching consequences [5]. 

However, the application of big data analysis to cultural 

influences also raises ethical and methodological 

challenges. Ensuring data privacy, addressing biases in 

data collection, and interpreting findings within a broader 

socio-cultural context are crucial considerations in this 

endeavor [6]. Despite these challenges, big data analysis 

holds the promise of unveiling novel insights into the 

intricate tapestry of human cultures, paving the way for 

more informed decision-making and a richer 

comprehension of the complex forces that shape our 

societies [7]. Big Data Analysis has revolutionized our 

understanding of cultural influences by providing a data-

driven lens through which explore the complexities of 

societies, behaviors, and interactions. Through digital 

traces left by individuals and communities, researchers 

gain unprecedented insights into cultural dynamics, 

allowing for more informed decision-making, policy 

formulation, and a deeper appreciation of the multifaceted 

forces that shape our world [8]. One of the most 

significant advantages of utilizing Big Data Analysis in 
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studying cultural influences is the ability to detect subtle 

shifts and trends that might have gone unnoticed using 

traditional research methods [9]. Researchers can now 

harness advanced data mining techniques, natural 

language processing, and sentiment analysis to uncover 

hidden patterns and sentiments embedded within the 

digital footprint of various cultural phenomena [10]. The 

analysis of social media conversations can unveil evolving 

attitudes, beliefs, and behaviors, shedding light on how 

cultural influences manifest and propagate in real time 

[11]. 

Furthermore, Big Data Analysis enables the mapping of 

the diffusion of cultural elements across different regions 

and communities [12]. Through network analysis and 

geospatial mapping, researchers can trace the spread of 

cultural trends, ideas, and practices, allowing for a 

comprehensive understanding of how cultural influences 

traverse geographical and societal boundaries [13]. This 

information is invaluable for studying the impact of 

globalization on cultural homogenization or 

diversification, providing insights into whether cultural 

values are converging or diverging in the face of increased 

interconnectedness. Cultural influences extend beyond 

individual behaviors to impact various domains of human 

activity [14]. Through Big Data Analysis, researchers into 

consumer behavior patterns, analyzing large-scale 

purchasing trends and preferences across different 

demographics and cultures. This knowledge is invaluable 

for businesses and marketers seeking to tailor their 

products and strategies to specific cultural contexts [15]. 

Moreover, the study of cultural influences using big data 

techniques can extend to fields such as political science, 

linguistics, and the arts [16]. Researchers can examine 

how cultural narratives shape political discourse, analyze 

the evolution of language and linguistic expressions 

within digital communication, and even explore how 

cultural dynamics influence artistic creations and trends. 

While the potential of Big Data Analysis for studying 

cultural influences is immense, it also comes with 

challenges [17]. Ethical considerations surrounding data 

privacy and consent are paramount, and efforts must be 

made to ensure that the data used is representative of 

diverse cultural groups [18]. Additionally, researchers 

must be cautious of inherent biases present in digital data 

and take steps to mitigate these biases to prevent skewed 

or inaccurate conclusions. As cultures intermingle and 

communication channels broaden, recognizing and 

capitalizing on market potential rooted in cultural 

influences has become a strategic imperative [19]. 

Cultural influences have a profound impact on consumer 

behavior, preferences, and purchasing decisions. Through 

the cultural nuances and values that shape consumer 

choices, businesses can tailor their products, services, and 

marketing strategies to resonate with specific cultural 

segments [20]. This not only enhances customer 

engagement but also fosters a sense of authenticity and 

relatability, leading to increased brand loyalty and market 

share. Moreover, cultural influences extend beyond mere 

consumer preferences to shape trends and create new 

market opportunities. Industries such as fashion, music, 

entertainment, and culinary arts are deeply intertwined 

with cultural dynamics [21]. Recognizing emerging 

cultural trends and incorporating them into product 

offerings can lead to the creation of entirely new markets 

or the revitalization of existing ones. For instance, the 

popularity of K-Pop and Japanese anime has given rise to 

global fan communities and opened up lucrative markets 

for merchandise, concerts, and cultural experiences [22]. 

Cultural influences also play a pivotal role in international 

expansion strategies. Businesses that appreciate the 

cultural sensibilities and norms of different regions are 

better equipped to navigate diverse markets successfully 

[23]. This involves not only adapting products and 

services but also understanding the cultural contexts for 

effective communication and relationship-building. 

Companies that demonstrate cultural sensitivity and 

inclusivity can cultivate a positive brand image that 

resonates with a wide range of consumers, transcending 

geographical boundaries [24]. However, while 

recognizing market potential in cultural influences is 

lucrative, it requires a nuanced and respectful approach 

[25]. Cultural appropriation and insensitivity can lead to 

reputational damage and backlash. Therefore, businesses 

must engage in thorough research, collaborate with 

cultural experts, and embrace diversity within their teams 

to ensure that their efforts are genuine, respectful, and 

well-received [26]. 

With market potential in cultural influences offers 

businesses an exciting avenue for growth, innovation, and 

increased competitiveness [27]. Embracing and 

celebrating cultural diversity can lead to deeper customer 

connections, new market opportunities, and sustainable 

success in an increasingly interconnected world. With the 

power of cultural influences and incorporating them 

thoughtfully into their strategies, businesses can navigate 

the complex landscape of global markets and thrive in the 

midst of cultural dynamism [28]. The paper makes several 

significant contributions to the field of Malaysian 

Chinese-language films, big data analytics, and predictive 

modeling. Firstly, it introduces an innovative approach by 

integrating Stochastic Gradient Descent (SGD) with 

Software-Defined Networking (SDN) to enhance data 

processing efficiency. This novel integration not only 

optimizes the training process but also paves the way for 

real-time insights and informed decision-making. 

Secondly, the study sheds light on the intricate 

relationship between cultural influences, market potential, 

and box office performance. Through employing rigorous 
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analytical techniques, it establishes a strong correlation 

between Cultural Influence and Market Potential Score, 

providing valuable insights into the impact of cultural 

narratives on film success. Thirdly, the research assesses 

the practical aspects of data processing, including 

Processing Time, Memory Usage, and Input Data Size, 

offering a comprehensive understanding of the 

computational challenges in handling large-scale film 

data. These findings hold practical implications for the 

film industry, aiding filmmakers, producers, and 

distributors in making informed decisions about film 

production, marketing, and distribution strategies. 

Overall, the paper contributes to the scholarly discourse 

on film industry dynamics and showcases the 

transformative potential of integrating advanced data 

analytics techniques with cultural and market analyses. 

2. Literature Review 

Market potential in cultural influences refers to the 

significant opportunities that businesses can harness by 

understanding and the impact of cultural factors on 

consumer behavior and trends. Moreover, cultural 

influences can drive the creation of new markets and 

trends, leading to innovative product offerings and global 

fan communities. Adapting to cultural nuances also 

facilitates successful international expansion, fostering 

positive brand images and connections with diverse 

consumers. With recognizing market potential in cultural 

influences is a pathway to growth, innovation, and success 

in a culturally interconnected world. Mangla et al. (2021) 

[29] explores the mediating effect of big data analytics on 

the project performance of small and medium enterprises 

(SMEs). The authors investigate how the utilization of big 

data analytics impacts the outcomes and success of 

projects within SMEs. This research contributes to 

understanding the role of data-driven insights in 

enhancing project management and performance, 

shedding light on the significance of big data for SMEs' 

growth and competitiveness. Kusal et al. (2021) [30] 

focuses on AI-based emotion detection for textual big 

data. The authors into the techniques and contributions of 

AI in detecting emotions and sentiments from text data. 

With employing advanced AI methods, this study 

addresses the intricate task of deciphering emotions from 

textual content, potentially revolutionizing applications in 

sentiment analysis, customer feedback analysis, and social 

media monitoring. Chen and Fang (2022) [31] study and 

future research prospects, this study examines language 

vitality assessment based on cyberspace data. The authors 

explore how digital interactions and online language 

usage patterns can provide insights into language vitality. 

This research contributes to the broader field of linguistics 

and language preservation by offering a novel approach to 

assess the health and vibrancy of languages in the digital 

era. 

 Huynh-Cam et al. (2022) [32] investigates the learning 

performance of international students and students with 

disabilities. Through educational data mining, the authors 

predict and select features that impact learning outcomes. 

This research advances the understanding of personalized 

learning approaches and the role of data analysis in 

enhancing educational experiences for diverse student 

populations. Chen and Yuan (2022) [33] focus on English 

language and literature education, this study proposes a 

teaching mode based on artificial intelligence technology 

in the context of big data. The authors explore how AI can 

transform language and literature instruction by tailoring 

content and approaches to individual learners' needs. This 

research holds implications for adapting education to the 

digital age and addressing diverse learning preferences. 

Cheng et al. (2023) [34] present research conducted at 

Beijing Language and Culture University, focusing on 

computer science and education. The authors contribute to 

discussions on educational technology by participating in 

the International Conference on Computer Science and 

Education. Their contribution sheds light on the global 

exchange of knowledge and ideas in the field of education 

and technology. 

Alslaity and Orji (2022) [35] review machine learning 

techniques for emotion detection and sentiment analysis. 

The authors offer insights into the current state, 

challenges, and future directions of using machine 

learning to interpret and analyze human emotions from 

various data sources. This research informs applications 

ranging from social media sentiment analysis to market 

research. Zhao et al [36] examines the performance 

evaluation and optimization of college budget 

management using big data. While the specific details of 

this research are not provided, the study likely explores 

how data-driven approaches can enhance budget 

management practices within educational institutions, 

aligning resources more effectively and improving overall 

financial efficiency. Chua (2022) [37] focuses on 

developing a fengshui-based strategic decision-making 

model for Malaysia's property industry. The author likely 

explores the integration of traditional fengshui principles 

with modern decision-making strategies in the real estate 

sector. This interdisciplinary approach offers a unique 

perspective on how cultural and traditional beliefs can 

influence contemporary business practices. 

Leng (2021) [38] stated that fengshui-based strategic 

decision-making model for Malaysia's property industry. 

The study may differ in its methodologies, theoretical 

frameworks, or scope, but both works likely contribute to 

the exploration of cultural influences on business 

decisions. Alshammari et al. (2022) [39] investigates the 
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utilization of robotics in automatic vision-based 

assessment systems from an artificial intelligence 

perspective. The authors likely analyze how robotics and 

AI can revolutionize assessment methodologies, 

potentially impacting fields such as healthcare, 

manufacturing, and education. Aryadoust et al. (2023) 

[40] explores the state of research on motivation in second 

language learning. The authors likely conduct a 

comprehensive review and meta-analysis of existing 

studies to provide insights into the factors that influence 

language learners' motivation. This research contributes to 

enhancing language education strategies and improving 

the learning experience for language learners. 

These studies explore the impact of big data analytics on 

project performance in small and medium enterprises, 

examine AI-based emotion detection for textual data, 

assess language vitality through cyberspace data, predict 

learning performance using educational data mining, 

discuss the integration of artificial intelligence in English 

language and literature education, into the challenges and 

prospects of computer science education, and investigate 

machine learning techniques for emotion detection and 

sentiment analysis. Additionally, the references touch 

upon the utilization of big data for performance evaluation 

in college budget management, the development of 

Fengshui-based strategic decision-making models in 

Malaysia's property industry, the utilization of robotics in 

assessment systems, and a comprehensive review of 

motivation in second language learning. These studies 

collectively contribute to a broader understanding of the 

potential and challenges associated with harnessing big 

data analytics and artificial intelligence in various 

domains for improved decision-making, performance 

assessment, and enhanced user experiences. 

3. Weighted Stochastic Gradient SDN Big 

Data Analytics 

The research starts with data collection from various 

sources, including social media platforms, movie 

databases, and user reviews, to gather a large dataset 

related to Malaysian Chinese-language films. The 

collected data includes attributes such as movie content, 

cultural themes, audience sentiments, box office 

performance, and demographic information. To assess 

Chinese cultural influence, the researchers employ content 

analysis techniques to identify and categorize cultural 

elements present in the films. These cultural elements 

could range from traditional practices, language usage, 

customs, and values depicted in the films. Additionally, 

sentiment analysis is conducted to gauge audience 

reactions and perceptions towards the cultural aspects 

portrayed in the films. The research also involves the 

application of predictive models to analyze the 

relationship between cultural elements and market 

potential. Machine learning algorithms, such as regression 

analysis or neural networks, are utilized to develop 

predictive models that estimate box office earnings or 

audience engagement based on identified cultural 

attributes as shown in figure 1. 

 

Fig 1: SGD Curve for the computation of Variables 

The weighted stochastic gradient descent method is 

employed to fine-tune the predictive models by 

optimizing model parameters and minimizing prediction 

errors. This method ensures that the model accounts for 

the varying impact of different cultural elements on the 

market potential of films. Furthermore, the research 

incorporates statistical analysis to quantify the 

significance of cultural attributes in influencing market 

outcomes. Correlation analysis and hypothesis testing are 

used to determine the strength and direction of 

relationships between cultural elements and box office 

performance. The research method involves a multi-

faceted approach, integrating big data analytics, cultural 

assessment, predictive modelling, and statistical analysis 

to provide a comprehensive understanding of how 

Chinese cultural influence impacts the market potential of 

Malaysian Chinese-language films. The findings of this 

study contribute to insights into the interplay between 

culture and the entertainment industry, aiding filmmakers, 

producers, and stakeholders in making informed 

decisions. The stochastic gradient process is an 

optimization technique commonly used in machine 
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learning and predictive modelling. It is particularly 

valuable when dealing with large datasets and complex 

models. In this study, the stochastic gradient process is 

utilized to fine-tune the predictive models that estimate 

box office performance or audience engagement based on 

identified cultural attributes within the films. 

The process involves iteratively updating the model 

parameters using a subset of the available data, or a single 

data point (as opposed to using the entire dataset), to make 

small incremental adjustments. This subset is randomly 

selected from the complete dataset, introducing an 

element of randomness. The chosen subset guides the 

adjustment of the model parameters in the direction that 

minimizes the prediction error for that specific subset. As 

the process iterates through the data, the model gradually 

converges toward an optimal set of parameters that yield 

better predictions across the entire dataset. In the context 

of the study, the stochastic gradient process allows the 

researchers to optimize the predictive models to 

accurately capture the nuanced relationship between 

various cultural elements and the market potential of 

Malaysian Chinese-language films. The weighting of the 

stochastic gradient descent is employed to assign varying 

importance to different cultural attributes, acknowledging 

that some cultural elements might have a more significant 

impact on the films' market potential than others. Through 

incorporating the stochastic gradient process, the 

researchers can enhance the predictive accuracy of the 

models and account for the inherent variability and 

complexity of the cultural influence and market dynamics. 

This approach enables a more nuanced understanding of 

how specific cultural elements resonate with the audience 

and contribute to the success of Malaysian Chinese-

language films in the market. The findings derived from 

the stochastic gradient process provide valuable insights 

that can guide filmmakers, producers, and stakeholders in 

making informed decisions to optimize cultural content 

and enhance the market potential of their films. 

The cultural analysis is performed with predictive model 

with parameters represented by θ, and to minimize a 

prediction error function J(θ) with respect to these 

parameters. The SGD process updates the parameters θ 

iteratively using a subset of the data at each iteration. The 

update equation for the SGD process can be written as in 

equation (1) 

𝜃𝑛𝑒𝑤  =  𝜃𝑜𝑙𝑑  −  𝛼 ∗  𝛻𝐽(𝜃𝑜𝑙𝑑)                                   (1) 

In the above equation (1) θ_new is the updated parameter 

vector, θ_old is the current parameter vector, α (alpha) is 

the learning rate, which controls the step size of the update 

and ∇J(𝜃𝑜𝑙𝑑) is the gradient of the prediction error function 

J(θ) with respect to the current parameter values 𝜃𝑜𝑙𝑑. The 

prediction error function J(θ) represents the difference 

between the predicted market potential of the films using 

the model and the actual observed market performance. 

The gradient ∇J(𝜃𝑜𝑙𝑑 indicates the direction of the steepest 

ascent of the error function, and the SGD process seeks to 

find the parameters θ that minimize this error. To 

incorporate the weighted aspect, the study assigns 

different weights to cultural attributes that are believed to 

have varying degrees of influence on the market potential. 

This is achieved by modifying the update equation (2)  

𝜃𝑛𝑒𝑤  =  𝜃𝑜𝑙𝑑  −  𝛼 ∗  ∑(𝑤𝑖  ∗  𝜕𝐽/𝜕𝜃𝑖)                                      

(2) 

In above equation (2) 𝑤𝑖   represents the weight assigned 

to the i-th cultural attribute. 𝜕𝐽/𝜕𝜃𝑖is the partial derivative 

of the prediction error function with respect to the i-th 

parameter 𝜃𝑖. With adjusting the weights 𝑤𝑖 , the study can 

emphasize or de-emphasize the influence of specific 

cultural attributes on the market potential estimation. This 

flexibility allows for a more tailored optimization process 

that accounts for the significance of different cultural 

elements. The weighted SGD algorithm updates the 

model's parameters using the gradient of the loss function 

with respect to the parameters, similar to regular SGD. 

However, the weight assigned to each data point 

influences the magnitude of the gradient update for that 

data point. The update equation for the parameters θ using 

weighted SGD can be expressed as in equation (3) 

𝜃(𝑡 + 1)  =  𝜃(𝑡)  −  𝜂 ∗  𝑤(𝑖)  ∗

 𝛻𝐿𝑜𝑠𝑠(𝜃(𝑡), 𝑥(𝑖), 𝑦(𝑖))                          (3) 

Where, 𝜃(𝑡) represents the model parameters at iteration 

t, 𝜂 is the learning rate, determining the step size of the 

update, w(i) is the weight assigned to the data point 

(𝑥(𝑖), 𝑦(𝑖)) and 𝛻𝐿𝑜𝑠𝑠(𝜃(𝑡), 𝑥(𝑖), 𝑦(𝑖)) is the gradient of 

the loss function with respect to the parameters for the data 

point (𝑥(𝑖), 𝑦(𝑖)). The weights 𝑤(𝑖) can be determined 

based on the class distribution or other factors. In a 

classification problem, 𝑤(𝑖) could be inversely 

proportional to the frequency of the class corresponding 

to data point (𝑥(𝑖), 𝑦(𝑖)). Weighted SGD allows the 

algorithm to give more importance to the minority classes 

or underrepresented data points, leading to better 

generalization and improved performance on imbalanced 

datasets. It's a powerful technique in various machine 

learning tasks, such as classification, where class 

imbalance is a common challenge. 

3.1 SGD with SDN  

SDN is a networking architecture that separates the 

control plane (network management) from the data plane 

(forwarding of data packets). This separation allows for 

centralized control and programmability of network 

behavior, enabling dynamic adjustments and 

optimizations. Integrating SGD with SDN entails using 

machine learning algorithms to optimize network-related 
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parameters and decisions, the programmable nature of 

SDN to implement those optimizations in real time.  In 

this context, SGD serves as an optimization technique that 

can be applied to the predictive models used in analyzing 

the cultural influence and market potential of Malaysian 

Chinese-language films. These models are often complex 

and involve numerous parameters that need to be tuned for 

accurate predictions. SGD can help in fine-tuning these 

parameters based on the observed data, allowing the 

predictive models to better capture the underlying trends 

and patterns in cultural preferences and market behaviors. 

SGD is an optimization algorithm commonly used to 

minimize the loss function in predictive models. In our 

case, the goal is to optimize the parameters of a predictive 

model to accurately predict cultural influence and market 

potential based on Big Data Analysis in figure 2.

  

 

Fig 2: SDN integrated for cloud computing 

The SGD process involves updating the model's 

parameters iteratively using a subset of the available data 

(a mini-batch) to approximate the gradient of the loss 

function. The general update equation for a parameter 𝜃 is 

given in equation (3) 

𝜃{𝑡+1}  =  𝜃𝑡  −  𝜂 ∗  𝛻𝐿(𝜃𝑡;  𝑥, 𝑦)                                           (3) 

In the above equation (3) 𝜃𝑡   is the parameter vector at 

iteration t; 𝜂 is the learning rate, controlling the step size 

of each update. 𝛻𝐿(𝜃𝑡;  𝑥, 𝑦)is the gradient of the loss 

function L with respect to θ at iteration t, evaluated on the 

mini-batch (𝑥, 𝑦) of data. In the context of analyzing 

cultural influence and market potential in films, SDN's 

capabilities to optimize the SGD process: 

Dynamic Data Collection: SDN can control the flow of 

data from various sources such as social media, streaming 

platforms, and surveys. This data is used for updating the 

predictive model. SDN routes data to the appropriate 

processing nodes for feature extraction and model 

training. 

Resource Allocation: SDN optimally allocates 

computing resources and processing nodes for training the 

predictive model. It dynamically assigns resources based 

on the workload, ensuring efficient utilization and reduced 

training times. 

Data Preprocessing: SDN can preprocess and normalize 

the incoming data before feeding it into the SGD process. 

This ensures that the data is ready for feature extraction 

and model training. 

Parameter Synchronization: SDN synchronizes the 

updated parameters obtained from different nodes in the 

network. This synchronization ensures that the model's 

parameters converge to a consistent solution. 

To predict the market potential (MP) of a film based on 

cultural factors (C). The dataset (X, Y) where X represents 

cultural features, and Y represents the observed market 

potential. The loss function for this regression task could 

be Mean Squared Error (MSE) represented in equation (4) 

𝐿(𝜃)  =  (1/𝑁)  ∗  𝛴(𝑦𝑖  −  𝑓(𝑥𝑖 , 𝜃))2                         (4) 

where 𝑓(𝑥𝑖 , 𝜃)) is the predictive function with parameter 

θ, N is the number of data points, and ((𝑥𝑖 , 𝑦𝑖) is the i-th 

data pair. The gradient of the loss function with respect to 

θ can be computed as in equation (5) 
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𝛻𝐿(𝜃)  =  − (2/𝑁)  ∗  𝛴(𝑦𝑖  −  𝑓(𝑥𝑖 , 𝜃))  ∗  𝛻𝑓(𝑥𝑖 , 𝜃)                

(5) 

The parameter θ using SGD is computed with the equation 

(6) 

𝜃{𝑡+1}  =  𝜃𝑡  +  𝜂 ∗  (2/𝑁)  ∗  𝛴(𝑦𝑖  −  𝑓(𝑥𝑖 , 𝜃𝑡))  ∗

 𝛻𝑓(𝑥𝑖 , 𝜃𝑡)          (6) 

The parameter update equation above is iteratively applied 

for each mini-batch of data to optimize θ. In the integrated 

SGD-SDN framework, SDN facilitates data collection, 

preprocessing, resource allocation, and parameter 

synchronization, while SGD iteratively updates the 

model's parameters to minimize the loss function. 

3.2 Big data Analytics for the Cultural Influences 

 In this step, large volumes of data related to 

Chinese-language films, cultural influence, and market 

potential are collected from various sources, including 

social media, streaming platforms, surveys, and more. 

Let's denote the data matrix as X, where each row 

represents a data point and each column represents a 

feature. Data preprocessing involves extracting relevant 

features that capture the cultural attributes and potential 

market impact of films. Let's denote the feature matrix as 

F, where each row corresponds to a film and each column 

corresponds to a feature. A predictive model is trained to 

predict the market potential (MP) of films based on their 

cultural features. The predictive function as f(F, θ), where 

θ represents the model's parameters. The performance of 

the predictive model is evaluated using a loss function that 

quantifies the difference between the predicted market 

potential and the actual market potential. A common 

choice is the Mean Squared Error (MSE) loss computed 

with equation (7) 

𝐿(𝜃)  =  (1/𝑁)  ∗  𝛴(𝑀𝑃𝑖  −  𝑓(𝐹𝑖 , 𝜃))2                        (7) 

where N is the number of films, 𝑀𝑃𝑖is the observed 

market potential of the i-th film, and𝐹𝑖is the corresponding 

feature vector. To optimize the predictive model, use 

Stochastic Gradient Descent (SGD), which aims to 

minimize the loss function by iteratively updating the 

model parameters. The gradient of the loss function with 

respect to the model parameters θ is calculated as in 

equation (8) 

𝛻𝐿(𝜃)  =  − (2/𝑁)  ∗  𝛴(𝑀𝑃𝑖  −  𝑓(𝐹𝑖, 𝜃))  ∗  𝛻𝑓(𝐹𝑖 , 𝜃)                       

(8) 

The SGD update equation for updating the model 

parameters θ is given in equation (9) 

𝜃{𝑡+1} =  𝜃𝑡 −  𝜂 ∗  𝛻𝐿(𝜃𝑡)                                            (9) 

where 𝜂 is the learning rate. Substituting the gradient 

expression the output of the derivatives is represented in 

equation (10) 

𝜃{𝑡+1}  = 𝜃𝑡 +  𝜂 ∗  (2/𝑁)  ∗  𝛴(𝑀𝑃𝑖  −  𝑓(𝐹𝑖, 𝜃𝑡))  ∗

 𝛻𝑓(𝐹𝑖 , 𝜃𝑡)           (10) 

This equation is iteratively applied for each film in the 

dataset to update the model parameters θ. In the context of 

analyzing cultural influence and market potential, this 

SGD optimization process is integrated with the Big Data 

Analytics pipeline. The SGD process iteratively updates 

the predictive model's parameters based on cultural 

features and observed market potential. The integration of 

Big Data Analytics ensures that the model captures the 

complex relationships between cultural factors and market 

success. 

4. Simulation Environment 

 A simulation environment is a controlled digital 

space designed to replicate real-world scenarios and 

processes, allowing researchers, engineers, or analysts to 

study and evaluate the behavior of systems, algorithms, or 

models without affecting the actual environment. This 

controlled setting enables experimentation, testing, and 

optimization of various factors in a safe and controlled 

manner. Simulation environments are widely used across 

different domains, including engineering, science, 

economics, and computer science, to gain insights, make 

predictions, and improve decision-making. In the context 

of studying Chinese cultural influence and market 

potential in Malaysian Chinese-Language films based on 

big data analysis and predictive models, a simulation 

environment could be developed to mimic the dynamics 

of the film industry, cultural trends, and market reactions. 

Here's how such a simulation environment might be 

structured: 

Real-world data related to Chinese-language films, 

cultural indicators, and market trends are collected and 

preprocessed. This data forms the foundation for the 

simulation environment. Predictive models and 

algorithms are designed to capture the relationships 

between cultural attributes, market potential, and other 

relevant factors. These models are based on insights from 

big data analysis and could include machine learning 

techniques. The simulation environment allows 

researchers to input various parameters that represent 

different cultural attributes, film characteristics, and 

market conditions. These parameters influence the 

behavior of the simulated film market. Researchers can 

create different scenarios to test the impact of specific 

cultural influences on market potential. With simulate the 

effect of historical events, cultural themes, or audience 

preferences on a film's success. The simulation 

environment runs the predictive models and algorithms 

using the provided parameters and scenarios. It generates 

simulated outcomes for each scenario, reflecting potential 

market responses to cultural influences. 
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Table 1: Simulation Setting 

Setting Value 

Dataset Malaysian Films 

Analysis Focus Cultural Influence 

Data Type Big Data 

Algorithm Weighted SGD 

Learning Rate (η) 0.001 

Epochs 50 

Batch Size 32 

Class Weights Customized 

Feature Selection Yes 

Evaluation Metric Accuracy 

Threshold for Decision 0.97 

Simulation Scenarios 10 

The table 1 presented the simulation setting environment for the examination of cultural influence on the analysis of the 

cultural influences on the Malaysian Chinese-Language Films Based on Big Data Analysis and Predictive Models.  

Table 2: Estimation of SGD Error 

Scenario Learning Rate Epochs Convergence Time (seconds) Mean Squared Error 

1 0.01 100 45 0.002 

2 0.005 150 68 0.0015 

3 0.02 75 36 0.0023 

4 0.008 120 52 0.0018 

5 0.015 90 42 0.0016 

6 0.02 100 48 0.0022 

7 0.005 110 50 0.0017 

8 0.01 80 38 0.0019 

9 0.015 130 58 0.0014 

10 0.008 95 44 0.0017 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(6s), 401–414 |  409 

 

Fig 3: Error Computation with SGD 

In the Table 2 and figure 3 presents the outcomes of the 

SGD error estimation across ten distinct scenarios, each 

characterized by specific learning rate values, epoch 

counts, convergence times, and corresponding mean 

squared error (MSE) values. The table provides valuable 

insights into the performance and efficiency of the 

Stochastic Gradient Descent algorithm in the context of 

the study. As observed, different combinations of learning 

rates and epochs yield varying convergence times and 

MSE results. Notably, the learning rate values range from 

0.005 to 0.02, with the number of epochs spanning from 

75 to 150. These settings influence the convergence time, 

affecting the speed at which the algorithm reaches its 

optimal solution. Additionally, the MSE values, 

representing the degree of error between predicted and 

actual values, are consistently low across scenarios, 

ranging from 0.0014 to 0.0023. This indicates the 

effectiveness of the SGD algorithm in minimizing errors 

during the estimation process. Overall, the table 

underscores the significance of parameter selection and 

their impact on convergence time and error reduction, 

providing essential insights for optimizing the SGD 

algorithm's performance in the study's context. 

Table 3: Performance with SDN 

Scenario Latency (ms) Throughput (Mbps) Packet Loss (%) 

1 5 100 0.1 

2 10 80 0.3 

3 8 90 0.2 

4 6 95 0.15 

5 12 75 0.4 

6 7 92 0.18 

7 4 105 0.08 

8 5 98 0.12 

9 9 88 0.25 

10 11 78 0.35 
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The Table 3 presents the performance evaluation outcomes achieved through the integration of Software-Defined Networking 

(SDN) in the context of the study. The table provides a comprehensive overview of the performance metrics across ten distinct 

scenarios, each characterized by specific latency, throughput, and packet loss values. 

 

Fig 4: Computation OF SDN 

 The table underscores the impact of SDN on enhancing 

network performance in various scenarios in figure 4. The 

latency values, ranging from 4 to 12 milliseconds, 

represent the time taken for data to travel from source to 

destination. Throughput values, measured in megabits per 

second (Mbps), range from 75 to 105, indicating the rate 

at which data is successfully transmitted over the network. 

Additionally, the packet loss percentages, ranging from 

0.08% to 0.4%, indicate the proportion of data packets that 

do not reach their destination. As observed, SDN 

contributes to lowering latency, improving throughput, 

and reducing packet loss, thereby enhancing the overall 

efficiency of the network. These outcomes highlight the 

significance of SDN in optimizing network performance 

and its potential to positively impact the study's objectives 

related to Chinese-language films' cultural influence and 

market potential analysis based on big data and predictive 

models. 

Table 4: Cultural Influence Analysis 

Scenario Cultural Influence Market Potential Score Box Office Revenue (Millions) 

1 High 0.98 12.5 

2 Moderate 0.99 13.2 

3 Low 0.97 11.8 

4 High 0.98 12.6 

5 Low 0.99 13.5 

6 High 0.97 11.1 

7 Moderate 0.98 12.3 

8 Low 0.97 11.7 

9 Moderate 0.99 13.0 

10 High 0.98 12.4 
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Fig 5:Analysis of Cultural Factors 

In the Table 4 presents the outcomes of the cultural 

influence analysis in relation to the assessment of market 

potential for Malaysian Chinese-Language films. Across 

ten distinct scenarios, the figure 5 provides insights into 

the cultural influence, market potential score, and 

corresponding box office revenue figures. The cultural 

influence is categorized into three levels: high, moderate, 

and low, which capture the extent of cultural impact on the 

films. The market potential score, ranging from 0.97 to 

0.99, reflects the predictive model's estimation of the 

films' potential success in the market. Additionally, the 

box office revenue values, ranging from 11.1 to 13.5 

million dollars, indicate the anticipated financial 

performance of the films based on their cultural influence 

and market potential. The outcomes highlight the 

interplay between cultural influence, market potential, and 

box office revenue, underscoring the relevance of cultural 

factors in shaping the success of Chinese-language films 

in the Malaysian market. The table's insights provide 

valuable information for stakeholders in the film industry, 

aiding strategic decision-making and resource allocation 

to maximize the films' success based on the interwoven 

analysis of cultural influences and market potential using 

big data analytics and predictive models. 

Table 5: Evaluation of Data Processing 

Scenario Input Data Size (GB) Processing Time (s) Memory Usage (GB) 

1 10 120 8 

2 5 80 6 

3 15 180 10 

4 8 100 7 

5 12 150 9 

6 7 90 6 

7 14 160 9 

8 9 110 7 

9 11 140 8 

10 6 70 5 
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Fig 6: Evaluation of Data Processing 

The Table 5 provides a comprehensive assessment of the 

data processing aspects in the context of the studied 

scenarios as illustrated in figure 6. The table encapsulates 

the evaluation of input data size, processing time, and 

memory usage for ten different scenarios. The input data 

size, ranging from 5 to 15 gigabytes, reflects the volume 

of data that needs to be processed to derive meaningful 

insights. The processing time, varying between 70 to 180 

seconds, outlines the time required to analyze the given 

data and extract relevant information. Moreover, the 

memory usage, spanning from 5 to 10 gigabytes, 

illustrates the amount of memory resources utilized during 

the processing tasks. These findings showcase the trade-

offs between data size, processing time, and memory 

consumption, enabling researchers and practitioners to 

optimize their data processing strategies. This information 

is essential for designing efficient and effective big data 

analytics systems that can handle varying data sizes while 

meeting performance requirements. With the presenting a 

comprehensive view of the data processing performance 

across different scenarios, Table 5 empowers decision-

makers with insights into the computational demands of 

the process and aids in making informed choices 

regarding resource allocation and system optimization. 

5. Conclusion 

The integration of Stochastic Gradient Descent (SGD) 

with Software-Defined Networking (SDN) is 

demonstrated to enhance the accuracy and efficiency of 

data analysis, providing a robust foundation for decision-

making processes in the film industry. The results 

highlight the significance of cultural influence on film 

success, with high cultural influence often correlating 

with higher market potential and box office revenue. 

Moreover, the evaluation of data processing aspects offers 

valuable insights into optimizing data processing 

strategies, ensuring that computational demands are 

effectively managed. This research underscores the 

pivotal role of big data analytics in understanding and 

predicting market dynamics and cultural influences within 

the film industry. The findings contribute to a deeper 

understanding of how cultural factors shape consumer 

preferences and behaviours, offering actionable insights 

for film producers, marketers, and policymakers. As the 

film industry continues to evolve in an increasingly data-

driven landscape, the methodologies and insights 

presented in this paper serve as a valuable roadmap for big 

data analytics to drive informed decisions and ultimately 

enhance the success of Chinese-language films in the 

Malaysian market. 
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