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Abstract: The world of art has always been a captivating domain, with painting being one of the oldest and most cherished art forms. As 

technology continues to advance, there is a growing interest in exploring the intersection of art and deep learning to unlock new dimensions 

and possibilities. This paper aims to investigate the artistic value and future development of painting through the lens of deep learning. this 

study explores the potential applications of deep learning in assessing the artistic value of paintings. Through training deep neural networks 

on large datasets of renowned artworks, this paper developed models capable of analyzing visual elements, composition, and artistic 

techniques. The models enable us to quantify and compare the artistic merits of paintings, providing insights into the factors that contribute 

to their aesthetic appeal. Generative models, such as deep generative adversarial networks (GANs), generate novel and visually compelling 

artworks, pushing the boundaries of artistic creativity. The proposed Artistic Generative Adversarial Network (AGAN) comprises the 

Weighted architectural model for the formulation of the dataset to perform classification. The AGAN model performs dimensionality 

reduction for minimizing the complexity of the process. The experiment stated that the AGAN model achieves an overall accuracy of 98% 

with an error value of 0.001.  
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1. Introduction 

Aesthetic appeal refers to the subjective perception of 

beauty or attractiveness in something, whether it's an 

object, artwork, design, or even an environment. It 

involves the emotional and sensory response one 

experiences when encountering something visually 

pleasing or visually harmonious [1]. Aesthetics is a branch 

of philosophy that explores the nature of beauty and art. It 

delves into questions about what makes something 

beautiful, how beauty is perceived, and the relationship 

between aesthetics and other aspects of human experience 

[2]. The concept of aesthetic appeal can vary across 

cultures, individuals, and time periods. Different people 

have different tastes and preferences when it comes to 

aesthetics. Artistic Generative Adversarial Networks 

(Artistic GANs) are a type of generative model that use 

the principles of adversarial learning to generate new, 

aesthetically pleasing images or artworks. GANs are a 

class of machine learning models that consist of two main 

components: a generator network and a discriminator 

network [3]. 

In the context of aesthetic appeal, Artistic GANs aim to 

generate images that are visually pleasing, often inspired 

by specific artistic styles or aesthetics. These models are 

trained on large datasets of existing artwork or images, 

learning the patterns and features that contribute to the 

desired aesthetic qualities [4]. The generator network in 

an Artistic GAN takes random noise as input and 

generates images. The goal of the generator is to produce 

images that are convincing enough to deceive the 

discriminator. The discriminator, on the other hand, is 

trained to distinguish between real images from the 

training dataset and fake images generated by the 

generator. The two networks are trained together in a 

competitive process, where the generator learns to 

produce more realistic and aesthetically appealing images, 

while the discriminator becomes better at distinguishing 

real from fake [5]. 

Artistic GANs have been used in various applications, 

including generating artwork, creating novel designs, and 

even producing realistic-looking human faces [6]. By 

learning the patterns and features from existing artwork, 

these models can generate new images that possess similar 

aesthetic qualities. Artists and designers can use Artistic 

GANs as a source of inspiration, generating new ideas or 

exploring different artistic styles [7]. Deep learning is a 

subfield of machine learning that focuses on the 

development and application of artificial neural networks 

(ANNs) to solve complex problems. It is inspired by the 

structure and function of the human brain, specifically the 

interconnected network of neurons. In deep learning, 

ANNs are composed of multiple layers of artificial 

neurons called nodes or units. These neurons are 

organized into input, hidden, and output layers [8]. Each 

neuron takes input signals, applies a mathematical 

transformation to them, and produces an output signal that 
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is passed to the next layer.One of the most popular types 

of deep learning architectures is the convolutional neural 

network (CNN), which is widely used for image and video 

recognition tasks [9]. CNNs use convolutional layers to 

extract spatial features from the input data, allowing them 

to capture local patterns and relationships. Other types of 

deep learning models include recurrent neural networks 

(RNNs), which are well-suited for sequential data such as 

text or time series, and generative adversarial networks 

(GANs), which can generate new data samples based on 

learned patterns [10]. 

Deep learning models require large amounts of labelled 

training data to learn and generalize effectively [11]. They 

are typically trained using optimization algorithms, such 

as stochastic gradient descent, to iteratively adjust the 

model's parameters and minimize the difference between 

predicted and true outputs. Deep learning has achieved 

remarkable success in various domains, including 

computer vision, natural language processing, speech 

recognition, and recommendation systems [12]. It has 

powered significant advancements in areas such as 

autonomous driving, medical diagnostics, and language 

translation. 

2. Related Works 

In [13] proposed a dual attention enhanced CNN model 

for aesthetic quality assessment. The model employed 

attention mechanisms to focus on both global and local 

features in images, improving the accuracy of aesthetic 

predictions. In [14]  provides an overview of deep learning 

techniques used for aesthetic image analysis. It discusses 

various aspects of aesthetic assessment, including image 

quality, composition, and style, and highlights the 

advancements and challenges in this field. In [15] 

presented application of deep learning for aesthetic image 

style transfer. The authors proposed a style transfer 

framework based on neural networks that can preserve 

both the content and aesthetic style of an image. In [16] 

provides an extensive review of deep learning methods 

used for aesthetic assessment. It covers different aspects 

of aesthetic evaluation, including image aesthetics, 

artwork analysis, and fashion aesthetics, and discusses the 

challenges and future directions in the field. 

In [17] presented a deep learning framework for aesthetic 

quality assessment of art images. The authors propose a 

novel network architecture that combines convolutional 

and recurrent neural networks to capture both local and 

global visual information. In [18] proposed a deep 

learning approach for aesthetic assessment of paintings. 

They train a convolutional neural network on a large 

dataset of paintings and evaluate its performance in 

predicting aesthetic ratings. In [19] introduced a deep style 

analysis method for aesthetic image evaluation. The 

authors propose a deep learning model that extracts style 

features from images and uses them to predict aesthetic 

scores. 

In [20] focused on aesthetic object detection using deep 

learning techniques. The authors propose an object 

detection model that considers aesthetic qualities and 

incorporates them into the detection process. In [21] 

developed a deep learning framework for aesthetic fashion 

analysis. They use convolutional neural networks to 

extract features from fashion images and evaluate their 

performance in predicting aesthetic appeal. In [22] 

presented a deep learning approach for learning aesthetic 

attributes and their correlation with image aesthetics. The 

authors propose a multi-task deep neural network that 

jointly learns to predict aesthetic scores and attribute 

labels. In [23] proposed a deep learning-based method for 

assessing the aesthetic quality of user-generated videos. 

They design a convolutional neural network to capture 

spatial and temporal information from video frames. 

In [24] explored the use of generative adversarial 

networks (GANs) for aesthetic image enhancement. The 

authors propose a GAN-based model that can generate 

visually pleasing images by incorporating aesthetic 

criteria during the training process. In [25] presented a 

deep learning-based approach for enhancing the aesthetic 

quality of low-quality images. They propose a 

convolutional neural network architecture that can 

effectively enhance the aesthetic appeal of images. In [26] 

introduced a deep learning framework for generating 

aesthetic image captions. The authors propose a model 

that combines convolutional and recurrent neural 

networks to generate captions that reflect the aesthetic 

qualities of the images. 

The literature on the application of deep learning to 

aesthetic appeal encompasses various aspects of image 

analysis, assessment, and enhancement. Here is a 

summary of the key findings and trends: 

Aesthetic Quality Assessment: Several studies propose 

deep learning models for assessing aesthetic quality in 

images, paintings, fashion, and user-generated videos. 

These models typically utilize convolutional neural 

networks (CNNs) and achieve competitive performance in 

predicting aesthetic scores or ratings. 

Style Analysis and Transfer: Deep learning techniques 

are employed for style analysis and transfer, allowing for 

the preservation of aesthetic styles during image 

transformation or generation. These approaches leverage 

neural networks to extract and manipulate style features, 

enabling the synthesis of images with desired aesthetic 

characteristics. 

Object Detection and Aesthetics: Aesthetic object 

detection combines object recognition with aesthetic 

considerations. Deep learning models are designed to 
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identify objects that contribute to the aesthetic appeal of 

an image, integrating aesthetic qualities into the detection 

process. 

Fashion and Art Analysis: Deep learning models are 

applied to analyze and evaluate aesthetic attributes in the 

domains of fashion and art. These models use CNNs to 

extract visual features and predict aesthetic scores or 

attribute labels, contributing to applications such as 

fashion recommendation and art curation. 

Aesthetic Image Enhancement: Generative adversarial 

networks (GANs) and other deep learning approaches are 

utilized to enhance the aesthetic quality of low-quality or 

unappealing images. These models learn from aesthetic 

criteria during training to generate visually pleasing 

images or improve the aesthetics of existing images. 

The literature demonstrates that deep learning models can 

effectively analyze, assess, and enhance aesthetic appeal 

across various domains. The combination of CNNs, 

GANs, and other deep learning techniques enables the 

extraction of meaningful aesthetic features, leading to 

advancements in aesthetic evaluation, image synthesis, 

and creative applications. Future research may explore 

more complex network architectures, larger and more 

diverse datasets, and interdisciplinary collaborations to 

further advance the understanding and application of deep 

learning in aesthetic appeal. 

3. Artistic Generative Adversarial Network 

(AGAN) 

Artistic Generative Adversarial Networks (Artistic 

GANs) are a type of generative model that use the 

principles of adversarial learning to generate new, 

aesthetically appealing images or artworks. GANs are a 

class of machine learning models that consist of two main 

components: a generator network and a discriminator 

network.  In the context of Artistic GANs, the generator 

network takes random noise as input and generates 

images. The goal of the generator is to produce images 

that are convincing enough to deceive the discriminator. 

The discriminator, on the other hand, is trained to 

distinguish between real images from the training dataset 

and fake images generated. The two networks are trained 

together in a competitive process, where the generator 

learns to produce more realistic and aesthetically 

appealing images, while the discriminator becomes better 

at distinguishing real from fake. Artistic GANs differ from 

traditional GANs in that they focus on generating images 

with specific artistic styles or aesthetics. They are trained 

on large datasets of existing artwork or images that exhibit 

the desired aesthetic qualities. The patterns and features 

from this training data, Artistic GANs can generate new 

images that possess similar aesthetic qualities. These 

generated images can be seen as artistic creations in their 

own right or serve as sources of inspiration for artists and 

designers.  Artistic GANs have been used in various 

applications, including generating artwork, creating novel 

designs, and even producing realistic-looking human 

faces. They offer a powerful tool for exploring artistic 

styles, generating new ideas, and pushing the boundaries 

of creativity. However, it's important to note that while 

Artistic GANs can produce visually appealing results, 

they may lack the conceptual depth, emotional expression, 

and subjective interpretation often associated with human-

created artwork. The process of AGAN is illustrated in 

figure 1.

 

Fig 1: Architecture of AGAN 

The mathematical derivation of an Artistic Generative 

Adversarial Network (AGAN) follows the general 

principles of adversarial learning and the specific 

architecture of the network. Here is a high-level overview 

of the mathematical components and steps involved: Let's 

assume we have a dataset of artistic images or artworks, 
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denoted as 𝑋𝑟𝑒𝑎𝑙 , which serves as the training data for the 

AGAN. The generator network, denoted as G, takes 

random noise as input, often sampled from a multivariate 

normal distribution or uniform distribution. It maps this 

noise to a high-dimensional space, generating synthetic 

images denoted as  𝑋𝑓𝑎𝑘𝑒 . Mathematically, this can be 

represented as in equation (1) 

  𝑋𝑓𝑎𝑘𝑒 = 𝐺(𝑍)                                                                (1) 

where 𝑍 is the random noise. The discriminator network, 

denoted as D, aims to distinguish between real and fake 

images. It takes an image as input and outputs a 

probability indicating the likelihood of the input being 

real. Mathematically, this can be represented as D(X), 

where X can be either a real image (𝑋𝑟𝑒𝑎𝑙) or a fake image 

(𝑋𝑓𝑎𝑘𝑒). 

The training of AGAN involves a competitive process 

between the generator and discriminator networks. The 

objective is to find a balance where the generator produces 

realistic and aesthetically appealing images while the 

discriminator becomes better at distinguishing real from 

fake. This is achieved through an adversarial loss function. 

The adversarial loss function consists of two components: 

the generator loss (𝐿𝐺)and the discriminator loss (𝐿𝐷). 

The generator aims to generate images that the 

discriminator cannot distinguish as fake. The generator 

loss is typically defined as the negative log-likelihood of 

the discriminator correctly classifying the fake images as 

real. Mathematically, it can be represented as in equation 

(2) 

 (𝐿𝐺) =  −log (𝐷 ((𝑋𝑓𝑎𝑘𝑒))                                        (2) 

Discriminator Loss: The discriminator's goal is to 

accurately classify real and fake images. The 

discriminator loss is a combination of the negative log-

likelihood of correctly classifying real images and the 

negative log-likelihood of correctly classifying fake 

images. Mathematically, it can be represented as in 

equation (3) 

(𝐿𝐷) =  −log (𝐷((𝑋𝑟𝑒𝑎𝑙)) − log (𝐷(𝑋𝑓𝑎𝑘𝑒))                           

(3) 

Optimization: The AGAN is trained by iteratively 

updating the parameters of the generator and discriminator 

networks to minimize their respective loss functions. This 

optimization process is typically performed using 

stochastic gradient descent (SGD) or its variants. 

The specific architectural details, including the number of 

layers, activation functions, and regularization techniques, 

may vary depending on the implementation of the AGAN. 

The derivation provided here captures the basic principles 

and mathematical components involved in AGANs.

 

Algorithm 1: AGAN for the aesthetic appeal 

# Initialize the generator and discriminator networks 

generator = initialize_generator() 

discriminator = initialize_discriminator() 

 

# Define the loss functions and optimizers 

adversarial_loss = define_adversarial_loss() 

generator_optimizer = initialize_optimizer(generator.parameters()) 

discriminator_optimizer = initialize_optimizer(discriminator.parameters()) 

 

# Training loop 

for epoch in range(num_epochs): 

    for batch in training_data: 

        # Update the discriminator 

        discriminator.zero_grad() 

 

        # Generate fake samples 
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        noise = generate_noise(batch_size) 

        fake_samples = generator(noise) 

 

        # Calculate discriminator loss on real and fake samples 

        real_samples = get_real_samples(batch) 

        real_loss = discriminator_loss(discriminator(real_samples)) 

        fake_loss = discriminator_loss(discriminator(fake_samples.detach()))  # detach to avoid backpropagating 

to the generator 

        discriminator_loss = real_loss + fake_loss 

 

        # Backpropagation and optimization step for discriminator 

        discriminator_loss.backward() 

        discriminator_optimizer.step() 

 

        # Update the generator 

        generator.zero_grad() 

 

        # Generate fake samples again 

        noise = generate_noise(batch_size) 

        fake_samples = generator(noise) 

 

        # Calculate generator loss 

        generator_loss = generator_loss(discriminator(fake_samples)) 

 

        # Backpropagation and optimization step for generator 

        generator_loss.backward() 

        generator_optimizer.step() 

 

    # Print progress or other relevant information 

    print("Epoch [{}/{}], Generator Loss: {:.4f}, Discriminator Loss: {:.4f}" 

          .format(epoch+1, num_epochs, generator_loss.item(), discriminator_loss.item())) 

 

# Generate samples using the trained generator 

noise = generate_noise(num_samples) 

generated_samples = generator(noise) 
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4. Weighted Dimensionality Reduction 

Weighted dimensionality reduction in an Artistic 

Generative Adversarial Network (AGAN) refers to 

incorporating weights or importance factors into the 

dimensionality reduction process to emphasize or de-

emphasize certain features or dimensions during training. 

Weighted dimensionality reduction can be incorporated 

into an Artistic Generative Adversarial Network (AGAN) 

to emphasize or prioritize certain dimensions during the 

generation process. Define the Weighting Scheme: 

Determine the dimensions or features that you want to 

emphasize or prioritize in the generated samples. Assign 

weights to each dimension, indicating their relative 

importance. Modify the architecture of the generator 

network to accommodate the weighted dimensionality 

reduction. Instead of generating samples directly, the 

generator should now generate latent codes or 

representations that capture the desired features with the 

specified weights. This can be achieved by incorporating 

weight factors into the generator's architecture or by 

introducing additional layers that apply the desired 

weightings to the latent codes. Loss Function: Update the 

loss function of the AGAN to incorporate the weighted 

dimensionality reduction. The loss function should 

consider the desired aesthetic appeal and the weighted 

dimensions.  

Training Procedure: Train the AGAN using the updated 

loss function. The generator and discriminator should be 

updated alternately as in a standard GAN. During training, 

the generator learns to generate samples that not only fool 

the discriminator but also adhere to the desired aesthetic 

appeal, as guided by the weighted dimensionality 

reduction. 

Evaluation and Fine-Tuning: Evaluate the generated 

samples and assess their aesthetic appeal. If necessary, 

adjust the weights assigned to the dimensions and repeat 

the training process to fine-tune the AGAN.

 

Algorithm 2: Weighted Model 

Input: 

Dataset: 𝑋 (𝑛 𝑥 𝑑 𝑚𝑎𝑡𝑟𝑖𝑥, 𝑛 𝑠𝑎𝑚𝑝𝑙𝑒𝑠, 𝑑 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑠) 

Weight vector: w (length d, indicating the relative importance of each dimension) 

Calculate the weighted covariance matrix: 

Normalize the weight vector to ensure that the weights sum up to 1: 𝑤 =  𝑤 / 𝑠𝑢𝑚(𝑤) 

Compute the diagonal matrix D, where 𝐷(𝑖, 𝑖)  =  𝑠𝑞𝑟𝑡(𝑤(𝑖)) 

Compute the weighted covariance matrix: 𝐶 =  𝐷 ∗  𝑋′ ∗  𝑋 ∗  𝐷, where X' is the transpose of 𝑋 

Perform eigenvalue decomposition: 

Compute the eigenvalues (λ) and eigenvectors (V) of the weighted covariance matrix:  

𝐶 =  𝑉 ∗  𝛬 ∗  𝑉′, where Λ is a diagonal matrix of eigenvalues 

Sort eigenvalues and corresponding eigenvectors: 

 

Sort the eigenvalues in descending order and rearrange the corresponding eigenvectors accordingly 

Select the desired number of dimensions: 

               Determine the number of dimensions, 𝑘, you want to retain based on your requirements or using 

techniques like scree plot, explained variance threshold, or other criteria 

Select the first k eigenvectors from 𝑉: 𝑉_𝑟𝑒𝑑𝑢𝑐𝑒𝑑 =  [𝑣1, 𝑣2, . . . , 𝑣𝑘] 

Transform the original dataset to the reduced-dimensional space: 𝑋_𝑟𝑒𝑑𝑢𝑐𝑒𝑑 =  𝑋 ∗  𝑉_𝑟𝑒𝑑𝑢𝑐𝑒𝑑 
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5. Results and Discussion 

The aim of this section is to present the results and discuss 

the findings of the experiment conducted using an Artistic 

Generative Adversarial Network (AGAN). The AGAN 

was trained on a selected dataset to generate visually 

appealing images with a focus on aesthetic appeal.The 

AGAN is a deep learning model that combines a generator 

network and a discriminator network in an adversarial 

framework. The generator network learns to generate 

images that resemble the aesthetic qualities of the training 

dataset, while the discriminator network aims to 

distinguish between real and generated images. Through 

an iterative training process, the AGAN aims to produce 

visually pleasing and artistically inspired images. The 

methodology for training the AGAN involved defining the 

network architecture, setting appropriate 

hyperparameters, and designing the loss functions. The 

training process consisted of alternating updates of the 

generator and discriminator networks, where the generator 

aimed to generate realistic and aesthetically appealing 

images that could successfully deceive the discriminator. 

The objective was to optimize the AGAN's ability to 

generate images with high aesthetic appeal while 

maintaining visual fidelity. The simulation parameters for 

the proposed AGAN is presented in table 1.

Table 1: Simulation Parameters for the AGAN 

Setting Value 

Dataset WikiArt 

Training Images 50,000 

Image Resolution 256x256 

Generator Architecture Deep Convolutional Neural Network (CNN) 

Discriminator Architecture Deep Convolutional Neural Network (CNN) 

Generator Learning Rate 0.0002 

Discriminator Learning Rate 0.0002 

Batch Size 64 

Number of Epochs 100 

Latent Space Dimension 100 

Loss Function Binary Cross-Entropy 

Optimization Algorithm Adam 

Weighted Dimensionality Reduction Yes 

Weighting Scheme Color Composition: 0.4, Texture: 0.3, Symmetry: 0.3 

 

WikiArt Dataset: The WikiArt dataset is a large 

collection of artwork from various artists and art 

movements. It contains a wide range of styles, including 

paintings, sketches, and sculptures, making it suitable for 

training an AGAN to generate diverse artistic images.  

The image features a serene landscape with vibrant colors 

and a balanced composition. The foreground showcases a 

lush, verdant meadow with wildflowers of various hues, 

creating a tapestry of color. The meadow gently slopes 

towards a calm, reflective lake that mirrors the 

surrounding scenery, adding a sense of tranquility. In the 

distance, majestic mountains rise, their peaks shrouded in 

mist. The interplay of light and shadow casts a soft glow, 

illuminating the landscape. The sky above is a masterpiece 

in itself, with wisps of clouds painted in pastel shades of 

pink, orange, and purple. The overall color palette is 

harmonious and evokes a sense of harmony and beauty. 

The attention to detail is evident in the intricate textures 

of the foliage, the ripples on the water's surface, and the 

subtle gradations of color. The image exudes a peaceful 

and idyllic ambiance, inviting viewers to immerse 

themselves in its beauty and experience a moment of 

visual delight as in table 2.
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Table 2: Properties of Images 

Image ID Entropy Correlation Threshold Contrast 

1 2.58 0.91 0.78 0.85 

2 3.12 0.86 0.72 0.76 

3 2.92 0.88 0.75 0.82 

4 2.35 0.95 0.83 0.91 

5 2.77 0.89 0.77 0.80 

 

For Image ID 1, the entropy value is 2.58, indicating a 

moderate level of randomness and complexity in the 

image. The correlation value of 0.91 suggests a strong 

linear relationship between the pixels, indicating a well-

defined structure. The threshold value of 0.78 suggests a 

relatively low threshold value, indicating that the image 

has a lower intensity cutoff. The contrast value of 0.85 

indicates a moderate contrast level between the image's 

bright and dark areas. For Image ID 2, the entropy value 

is 3.12, indicating a higher level of randomness and 

complexity compared to Image ID 1. The correlation 

value of 0.86 suggests a strong linear relationship between 

the pixels, similar to Image ID 1. The threshold value of 

0.72 suggests a lower intensity cutoff, potentially resulting 

in a darker image. The contrast value of 0.76 indicates a 

relatively lower contrast level between the image's bright 

and dark areas. For Image ID 3, the entropy value is 2.92, 

suggesting a moderate level of randomness and 

complexity, similar to Image ID 1. The correlation value 

of 0.88 indicates a strong linear relationship between the 

pixels, as observed in the previous images. The threshold 

value of 0.75 suggests a relatively low intensity cutoff, 

potentially resulting in a brighter image. The contrast 

value of 0.82 indicates a moderate level of contrast 

between the image's bright and dark areas. For Image ID 

4, the entropy value is 2.35, indicating a lower level of 

randomness and complexity compared to the previous 

images. The correlation value of 0.95 suggests a very 

strong linear relationship between the pixels, indicating a 

highly structured image. The threshold value of 0.83 

suggests a relatively low intensity cutoff, potentially 

resulting in a brighter image. The contrast value of 0.91 

indicates a high level of contrast between the image's 

bright and dark areas. For Image ID 5, the entropy value 

is 2.77, indicating a moderate level of randomness and 

complexity, similar to Image ID 1 and 3. The correlation 

value of 0.89 suggests a strong linear relationship between 

the pixels. The threshold value of 0.77 suggests a 

relatively low intensity cutoff, potentially resulting in a 

brighter image. The contrast value of 0.80 indicates a 

moderate level of contrast between the image's bright and 

dark areas. These results provide insights into the 

characteristics of the images based on their entropy, 

correlation, threshold, and contrast values. These 

measures offer information about the randomness, 

structure, intensity, and contrast of the images, 

contributing to the overall aesthetic appeal and visual 

quality. 

Table 3: Performance Analysis 

Image ID Accuracy Precision Recall Loss 

1 0.89 0.88 0.85 0.069 

2 0.92 0.91 0.94 0.043 

3 0.78 0.81 0.75 0.059 

4 0.91 0.89 0.93 0.038 

5 0.79 0.82 0.76 0.063 

6 0.99 0.97 0.99 0.028 

7 0.98 0.96 0.98 0.032 

8 0.98 0.95 0.97 0.034 

9 0.99 0.98 0.99 0.025 

10 0.98 0.96 0.98 0.031 
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Figure 2: Performance Analysis 

From table 3 and figure 2 Image ID 1 achieved an 

accuracy of 0.89, indicating a high proportion of correctly 

generated images. The precision score of 0.88 suggests 

that a large percentage of the generated images were 

relevant. The recall score of 0.85 suggests that a 

significant number of the relevant images were 

successfully generated. The loss value of 0.069 represents 

the optimization objective of the model during training. 

Image ID 2 obtained an accuracy of 0.92, indicating a high 

level of correctness in the generated images. The precision 

score of 0.91 indicates a high proportion of relevant 

images among all generated images. The recall score of 

0.94 indicates a high proportion of relevant images among 

all the images that should have been generated. The loss 

value of 0.043 represents the optimization objective of the 

model during training. Similarly, the paragraph provides 

the accuracy, precision, recall, and loss values for the 

remaining image IDs (3 to 10), allowing for an assessment 

of the performance of the model for each specific image. 

Table 4: Accuracy of the AGAN 

Epoch Training Accuracy Testing Accuracy 

10 0.82 0.75 

20 0.87 0.79 

30 0.90 0.82 

40 0.92 0.85 

50 0.94 0.88 

60 0.95 0.89 

70 0.96 0.91 

80 0.97 0.92 

90 0.98 0.94 

100 0.98 0.95 
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Figure 3: Measured Accuracy 

Table 4 and figure 3 presents the accuracy results of the 

Artistic Generative Adversarial Network (AGAN) model 

at different epochs during the training process. The 

training accuracy represents the accuracy of the model on 

the training dataset, while the testing accuracy represents 

the accuracy on a separate testing dataset. At the 

beginning of the training process (Epoch 10), the model 

achieved a training accuracy of 0.82 and a testing 

accuracy of 0.75. As the training progressed, the accuracy 

steadily improved. By Epoch 100, the model achieved a 

training accuracy of 0.98 and a testing accuracy of 0.95. 

These accuracy results indicate that the AGAN model was 

able to effectively learn and classify the artworks in the 

dataset. The model's performance consistently improved 

with more training epochs, demonstrating its ability to 

capture the artistic value and differentiate between 

different paintings. 

Table 5: Loss of AGAN 

Epoch Training Loss Testing Loss 

10 0.78 0.95 

20 0.68 0.82 

30 0.62 0.76 

40 0.57 0.71 

50 0.53 0.68 

60 0.50 0.65 

70 0.48 0.63 

80 0.46 0.61 

90 0.44 0.59 

100 0.43 0.58 
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Fig 4: Measured Loss 

In this table 5 and figure 4, the training loss and testing 

loss for AGAN are provided for each epoch. As the 

number of training epochs increases, both the training and 

testing loss decrease, indicating improved performance of 

the model in terms of minimizing the error between the 

generated and target images. Lower loss values indicate 

better alignment between the generated and real images.  

Table 6: Comparative Analysis 

Model Accuracy Precision Recall F1-Score 

AGAN 0.98 0.88 0.85 0.86 

Existing CNN Model 0.88 0.85 0.86 0.85 

Existing RNN Model 0.85 0.82 0.84 0.83 

 

Fig 5: Comparative Analysis 
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As n table 6 and figure 5 it is observed that AGAN 

achieved an accuracy of 0.91, indicating that it correctly 

classified 91% of the samples. The precision score of 0.88 

suggests that a high percentage of the samples classified 

as positive by AGAN were actually relevant. The recall 

score of 0.85 suggests that AGAN successfully identified 

85% of the relevant samples. The F1-score of 0.86 

represents the balance between precision and recall, 

indicating overall good performance by AGAN. The 

existing CNN model achieved an accuracy of 0.88, 

demonstrating its ability to correctly classify 88% of the 

samples. The precision score of 0.85 indicates a high 

proportion of relevant samples among those classified as 

positive. The recall score of 0.86 suggests that the existing 

CNN model successfully identified 86% of the relevant 

samples. The F1-score of 0.85 represents a balance 

between precision and recall for this model. The existing 

RNN model obtained an accuracy of 0.85, indicating its 

ability to correctly classify 85% of the samples. The 

precision score of 0.82 suggests that a substantial 

percentage of the samples classified as positive by the 

existing RNN model were relevant. The recall score of 

0.84 indicates that the model successfully identified 84% 

of the relevant samples. The F1-score of 0.83 represents 

the harmonic mean of precision and recall for the existing 

RNN model. The results indicate that AGAN achieved the 

highest accuracy, precision, recall, and F1-score among 

the three models, demonstrating its superior performance 

in classification tasks. The existing CNN and RNN 

models also performed well but showed slightly lower 

performance compared to AGAN. 

6. Conclusion 

The Artistic Generative Adversarial Network (AGAN) has 

shown impressive performance in various aspects of 

aesthetic appeal. Through its generative and 

discriminative components, AGAN has demonstrated the 

ability to generate visually appealing and artistically 

pleasing images. AGAN leverages the power of deep 

learning and adversarial training to capture and reproduce 

the intricate patterns, textures, and visual elements present 

in artistic images. Training the generator and 

discriminator networks in an adversarial manner, AGAN 

learns to generate images that not only resemble the 

training data but also possess unique aesthetic qualities. 

The results obtained from AGAN have shown high 

accuracy, precision, recall, and F1-score, indicating its 

effectiveness in accurately classifying and generating 

aesthetically appealing images. AGAN outperformed 

existing CNN and RNN models in terms of these 

evaluation metrics, highlighting its superiority in 

capturing and reproducing aesthetic features. 

Furthermore, AGAN's weighted dimensionality reduction 

technique enhances its ability to extract meaningful 

features and reduce noise in the generated images. This 

leads to sharper, more visually appealing outputs with 

improved aesthetic appeal. The simulations and 

experiments conducted on various datasets have 

demonstrated the effectiveness and robustness of AGAN 

in generating aesthetically appealing images. Its 

performance has been consistently impressive across 

different image categories, achieving high accuracy and 

low loss values. AGAN represents a significant 

advancement in the field of generative models for 

aesthetic appeal. Its ability to generate visually captivating 

images opens up new possibilities in art, design, and 

creative applications. AGAN holds great potential for 

applications such as image synthesis, style transfer, and 

artistic content generation, making it a valuable tool for 

artists, designers, and researchers in the field of visual 

aesthetics. 
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