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Abstract: A global health crisis resulted due to COVID 19, and the medical industry is seeking support of novel technologies to monitor 

and control disease spread. This study aims to design machine learning-based prediction model for COVID-19 outbreaks in Ethiopia. 

Large-scale data analytics were used to collect information from the Ethiopian Ministry of Health and WHO reports between March 13, 

2020 up to May 16, 2022. The dataset included variables like the number of new cases, tolls and recoveries data from Ethiopia's ten regional 

states and two administrative cities. Various splitting percentage of the dataset is used as a training set to train the model and a comparison 

was made for the prediction results of the models. The researchers utilized the AR, ARIMA, and SARIMA models to predict the data 

accurately, and the best Spearman correlation was used to determine which model was better suited for prediction. It was observed that the 

ARIMA model performed best at identifying cases that are dead, confirmed, and recovered. For cases that are dead, confirmed, and 

recovered, respectively, the Spearman correlation ratings for ARIMA were 1.00, 1.00, and 0.93. With less datasets, the AR model did well 

as well, but the SARIMA model excelled with larger datasets. The proposed machine learning-based prediction model is a useful tool for 

controlling and monitoring the spread of COVID-19 in Ethiopia.  

Keywords: Machine Learning, time series approach, Prediction, COVID-19, Ethiopia, Autoregressive (AR), Autoregressive Integrated 

Moving Average (ARIMA) model, Seasonal Autoregressive Integrated Moving Average (SARIMA). 

1. Introduction 

According to WHO (World health organization) in 2019, the 

disease COVID-19 is caused by SARS-CoV-2 which is a 

type of corona virus.  Wuhan, People’s Republic of China 

reported WHO first of this novel virus on 31 December 

2019, following a report of a huge number of cases of viral 

pneumonia. By January  2021, more than ninety five million 

cases were documented across the globe, with a mortality 

rate of 2% of all reported cases (Clemente-Suárez et al., 

2021) [6]. Its fast pandemic expansion was a global worry 

and an acute threat to the global economy besides public 

health. To prevent the sickness from spreading countries 

started restricting citizens in home and socialization stopped 

to help stop the spread of virus (Kolozsvári et al., 2021) 

[9],[15].  

Ethiopia faces a more difficult and perilous task than many 

other countries, because disrupting daily economic life 

would jeopardize the livelihoods of tens of millions of 

people already living in vulnerable situations. COVID-19 

infections are so widespread in Ethiopia, the doctor pointed 

out that confirming the impact of COVID-19 will be 

challenging (Piccialli et al., 2021) [13]. Ethiopia's 

surveillance system is insensitive to changes in disease 

trends, and that a lack of testing techniques and facilities 

may have impeded the country's ability to discover 

infections quickly and accurately track index cases 

(Nigussie, 2021) [11]. 

To stop the virus from spreading and to help the economy, 

officials rapidly put in place restrictive measures such as 

closing schools, universities, and religious organizations, as 

well as prohibiting sporting events and mass gatherings. 

They've also increased screening and bolstered the health 

sector's ability to respond to the issue (Gaye et al., 2020) [8]. 

According to Ethiopia's health minister, in the battle against 

the pandemic, the ability to gauge the disease's rate of spread 

is essential. Aiding governments in public health policy 

development to handle the pandemic's implications is 

possible by knowing the limit of the pandemic's spread at 

any particular time [2]. 

Various studies are suggesting to focus on developing new 

methodologies to assess the likelihood of an outbreak, 

which is crucial for developing efficient disease prevention 

plans.  

AI approaches have been found to play a vital role in 

reducing the effect of the virus spread  [1],[3], attempted to 

design and construct Exponential Smoothing Model, and 

stated Double Exponential Smoothing method was 

appropriate in forecasting the future number of COVID-19 

cases in Ethiopia. Perone (2022) [12], predict, as of 20 

August 2021, the short- to mid-term cumulative mortality 

from COVID-19 in 12 severely affected large countries 

worldwide. The COVID-19 dataset from the World in Data 
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was utilized to extract the data for the analysis. A seasonal 

and non-seasonal autoregressive integrated moving average 

(SARIMA) estimation was performed. Figa (2020) [7], has  

applied the Autoregressive Integrated Moving Average 

(ARIMA) modeling approach for projecting COVID-19 

prevalence in selected East African countries. Argawu 

(2020) [4], developed a OLS model to predict Number of 

new laboratory tests and number of new cases from Addis 

Ababa city.  

In Ethiopia, there is still a need for technology and analytical 

methods that are capable of predicting the likelihood of an 

outbreak, which is crucial for developing efficient disease 

management plans. AI is likely to play a key role in the 

worldwide is capable of predicting the likelihood of an 

outbreak, which is crucial for developing efficient disease 

management plans. To the best of the researchers' 

knowledge, no research has been done considering the cases 

of all regions in Ethiopia. This study will contribute by 

designing and developing an AI-based prediction model for 

combating COVID-19 using the data collected from ten 

regional states and two administrative cities in Ethiopia.  

Therefore, an AI-based temporal sequence method was 

suggested in order to predict the proportion of new 

instances, death cases and recovered cases with respect to 

the total population for the ten regional and two 

administrative cities of Ethiopia. Various time series 

approaches, namely Autoregressive (AR), ARIMA and 

Seasonal Autoregressive Integrated Moving Average 

(SARIMA) were used to develop the system. When it comes 

to evaluation metrics, the Spearman correlation was put to 

use to measure the efficacy of each time series model. The 

evaluation result shows that when the size of the dataset 

increases the performance of the ARIMA is higher than the 

others and its performance will be low if it is performed in 

a few datasets. Additionally, the SARIMA model can 

perform better with few dataset amounts. 

2. Materials and Methods 

2.1. Research Design 

In this project design science research is applied, because it 

is a method for defining, explaining, and forecasting the 

consequences of technology on individuals, organizations, 

or society. Concern is the methodical accumulation of 

information about and with design as a deliberate, 

intellectual, and creative problem-solving activity 

(Carstensen & Bernhard, 2019) [5]. There are the steps and 

processes to follow in the design science research methods. 

These processes include: problem identification and 

motivation, definition of the objectives for a solution, design 

and development, demonstration, evaluation, and 

communication (vom Brocke et al., 2020) [14]. Design 

science research involves method of data collection and data 

set preparation, design and development of AI analytics 

system to fight against covid19. 

2.2. Data source and Method of Data Collection 

As a result of the outbreak, Ethiopia Ministry of Health and 

WHO have created publicly available datasets regarding 

COVID-19 data for analysis, research and for awareness 

creation. The data were collected from Ethiopia Ministry of 

Health and WHO for the purpose that support the model 

prediction function. The dataset used were a total of 2100 

cases which contains number of date of recorded, new cases, 

new deaths, and the number of new recoveries from ten 

regional state and two administrative cities of Ethiopia. Out 

of 2100 dataset the daily recovery column contains 510 

instances, whereas the daily confirmed cases and daily death 

cases accounts 795 instances each. To trains the system for 

cases estimator the researcher encoded the data in the form 

of a data frame, organized it by the date, and then create 

separate frames for the confirmed, recovered cases and 

death. The dataset file contains the information of daily 

confirmed, recovered cases and death. 

2.3. Tools Used 

Various software, hardware, open-source libraries and 

programming languages are used as development tools in 

this study. Fbprophet library is an open-source library which 

is created by Facebook and used for forecasting. 

TensorFlow software libraries were used to develop the 

system. It's used because TensorFlow eases the process of 

acquiring data, training models, serving predictions, and 

refining future results. Among the programming language 

tools python is used to develop the prototype. Another 

Python module called pandas provides a dedicated class for 

time series objects. 

2.4. Developed Architecture 

The architecture of the system is designed to perform 

various activities such as to forecast the number of COVID-

19 positive cases, show a survival rate based on distribution, 

select the best epidemic model based on observable new 

cases after training on the history of daily new confirmed 

cases.  The architecture of this study will have the 

components namely: data collection, data preprocessing, 

feature engineering, model selection, model training, model 

tuning and model implementation.  
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Fig. 1 System Architecture 

2.4.1. Data collection:  

Collection of data from reliable sources such as the 

Ethiopian Ministry of Health and WHO reports on COVID-

19 cases, deaths, recoveries, and other relevant variables is 

done. The dataset used for confirmed and deaths ranges 

from March 13, 2020 up to May 16, 2022. Whereas, the data 

used for recovered cases ranges from March 13, 2020 up to 

August 04, 2021. 

 

Fig. 1 The First 5 Sample Dataset 

2.4.2. Data pre-processing 

The data is preprocessed by eliminating missing values and 

outliers, and converting it to a suitable format for analysis. 

Furthermore, relevant characteristics such as daily new 

cases, deaths, and recoveries are extracted at this stage. 

After loading the data from the CSV file, the describe() 

method is applied to the data frame to obtain a basic 

statistical summary of the data. Next, the data frame's 

columns are renamed using a dictionary object, with the 

columns 'Date_of_Observation', 'Number_of_new_Cases', 

'Number_of_new_Recovered', and 

'Number_of_new_Deaths' being renamed to 'Date', 

'Confirmed', 'Recovered', and 'Deaths', respectively. The 

screenshot below shows the output of the summary result. 

 

Fig. 3 Summary of statistics 

2.4.3. Feature engineering 

Feature engineering is the process of adding new variables 

and features to the final dataset used to train a model 

utilizing historical row data (Lazzeri, 2020) [10]. Time 

series data can be divided into two types: stationary and non-

stationary. Stationarity is an important property because 

some models work well with stationary data. Time series 

data, on the other hand, is frequently non-stationary. As a 

result, we must understand how to identify non-stationary 

time series and transform them using various techniques, 

such as differencing. (Yugesh Verma, 2022) [16]. The two-

way correlation between the current observation and 

previous observations has been summarized using the ACF 

(Autocorrelation Function). The line of code below creates 

ACF graphs for 40 delays. 

 

Fig. 2 Two-way correlation for confirmed cases 

Non-stationary data appear to be highly correlated with 

earlier observations, suggesting that time component still 

plays a significant role, ACF for non-stationary data 

decreases to 0 quite slowly. The diagram above shows the 

ACF of the original time series data, which decreases slowly 

thus very likely to be non-stationary. 

2.4.4. Model selection:  

Select appropriate machine learning models that can handle 

time series data, such as AR, ARIMA, and SARIMA. 

A) AR Model: In an auto regression model, we use a 

linear combination of the variable's historical values to 

forecast the variable of cases. The word auto 

regression denotes that the variable is being regressed 

against itself. Thus, an autoregressive model of 

order can be written as follows in equation 1: 

𝑦𝑡 = 𝑐 + ∅1𝑦𝑡−1 + ∅2𝑦𝑡−2 +⋯+ ∅𝑝𝑦𝑡−𝑝 + 𝜀𝑡,                     

… equation 1 

Where white noise is denoted by  𝜀𝑡 . A multiple 

regression with lagged values of  𝑦𝑡   as predictors can 
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be analogous. Model refers to it as an 𝐴𝑅(𝑝) model, 

an autoregressive model having order 𝑝. 

B) ARIMA Model: An ARIMA (p, q) model is the 

combination of AR(p) and MA(q) models that can be 

used to model univariate time series. The formula for 

an ARIMA (p, d, q) model is written in following 

equation 2:  

𝑦′𝑡 = 𝑐 + ∅1𝑦′𝑡−1 +⋯+ ∅𝑝𝑦
′
𝑡−𝑝

+ 𝜃1𝜀𝑡−1 +⋯+

𝜃𝑞𝜀𝑡−𝑞 + 𝜀𝑡, … equation 2 

Where: the differenced series is 𝑦′𝑡. The right-hand 

side  has “predictors” including both lagged values of  

𝑦𝑡   and lagged errors. This is an ARIMA (p, d, q) 

model, where p denotes order of the autoregressive 

part; d denotes degree of first differencing involved; q 

denotes order of the moving average part. 

C) SARIMA Model: In case of non-stationary data and 

non-seasonal data, the ARIMA model is used. The 

Seasonal ARIMA (SARIMA) model will depict the 

Seasonal differencing of suitable order which is 

employed in this model to avoid non-stationarity from 

the series.  

2.4.5. Model training and Model tuning 

To train the selected models, preprocessed data is used to 

train the selected models, which are then evaluated for 

performance using metrics like Spearman correlation. The 

models are fine-tuned based on the evaluation results to 

improve their accuracy and performance. Various packages 

are utilized to forecast the number of confirmed, death, and 

recovered cases for the coronavirus outbreak. Each case 

category's models are initialized with a defined interval 

width and then fitted to the given time series data. Future 

data frames are generated for each category, which are then 

used to predict the number of cases using the fitted models. 

2.4.6. Model Implementation  

The final AI-based prediction model for COVID-19 in 

Ethiopia has been implemented, which can aid health 

officials and policymakers in making informed decisions 

and taking preventative measures to combat the pandemic. 

The implementation utilizes time series forecasting, which 

involves examining previous observations of a random 

variable to create a model that accurately represents the 

underlying relationship and its patterns. Time series 

forecasting is particularly useful when there is limited 

information about the underlying data-generating 

distribution or when no explanatory model can effectively 

relate the prediction variable to other explanatory factors. 

Over the past few decades, a considerable amount of 

research has been devoted to developing and improving 

time series forecasting models. This section provides a brief 

overview of the forecasting approaches used such as: AR, 

ARIMA, and SARIMA. 

 

A. Forecasting using the AR 

The AR model was utilized for forecasting the outcomes of 

confirmed cases, death cases, and recovered cases. To 

compare the predicted values with the known values, a plot 

was created that displays the values of the confirmed cases, 

death cases, and recovered cases. The following plot on 

Figure  3, provides a visual comparison between the current 

and predicted data using AR. 

 

Fig. 5 Comparison between the current and predicted data 

(AR). 

Fig. 4 is composed of two subplots, with the left side 

showing the known values of the data, and the right side 

reflecting the forecasted values. This visual representation 

allows for a clear comparison between the actual and 

predicted values for the different cases. Upon examining 

Figure  5, it can be observed that the predicted trend is more 

aligned with the known or test data. This suggests that the 

AR model's forecasts for new cases, death cases, and 

recovered cases are relatively accurate and closely follow 

the observed patterns in the data. 

B. Forecasting the Cases using the ARIMA Model 

below Fig. shows the observed cases versus prediction of 

the coronavirus new cases, new death and recovered cases 

of ARIMA. 

 

Fig.6 Comparison between the current and predicted data 

(ARIMA) 

The predictions generated by the ARIMA model are 

visually appear to be accurate, as the plotted data points 

closely align with the observed cases. Furthermore, the 

width of the Result of Spearman correlation interval has 

decreased, indicating that the model has become more 
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confident in its predictions. The results from the ARIMA 

model, as shown in Fig.6, suggest that it is capable of 

producing reliable predictions for new cases, new deaths, 

and recovered cases of coronavirus.  

C. Forecasting the Cases using SARIMA Model 

The predictions using the SARIMA model is also plotted to 

show the prediction and the known data in order to compare. 

Fig. 7, indicate the plot of the data for the confirmed cases 

and the forecasted cases. 

 

Fig. 7 Comparison between the current and predicted data 

(SARIMA) 

Upon examining the plot in figure Fig. 7, it is evident that 

the dataset used in this study contains a high number of 

confirmed cases compared to recovered cases. As a result, 

the SARIMA model has achieved high accuracy in 

predicting the confirmed cases. The plotted data points for 

the predicted cases closely align with the observed cases, 

indicating that the SARIMA model is capable of generating 

reliable predictions. The results from the SARIMA model, 

as depicted in  Fig. , suggest that it is effective in forecasting 

the confirmed cases of coronavirus. The close alignment 

between the predicted and observed data points indicates 

that the SARIMA model is capturing the underlying patterns 

and trends in the data, including the seasonal fluctuations.  

3. Evaluation 

To evaluate the model’s performance, the Spearman 

correlation evaluation metrics was used. Various splitting 

percentage of the dataset is used as a training set to train the 

model and a comparison was made for the prediction results 

of the models. When one of the variables is a perfect 

monotone function of the other, a perfect Spearman 

correlation of +1 or -1 happens when there are no repeated 

data values. When observations have a similar and different 

rank between the two variables, the Spearman correlation is 

strong (correlation of 1), and low (Correlation of -1) 

respectively. 

 

 

 

Table 1 Evaluation Result of Spearman correlation 

S.

No

. 

Methods 

Confirmed 

score 

Death score Recovered 

score 

100

% 

80% 60

% 

100

% 

80% 60% 100

% 

80% 60

% 

1.  AR model 0.88 0.92 0.9

3 

0.78 0.89 0.89 0.76 0.89 0.8

7 

2.  ARIMA 

model 

1.00 0.99 0.9

8 

1.00 0.99 0.99 0.93 0.95 0.9

4 

3.  SARIMA 

model 

0.95 0.96 0.9

6 

0.88 0.90 0.89 0.81 0.84 0.8

5 

 

Each method has scored different score for confirmed, death 

and recovered cases. As a result, the ARIMA model has the 

highest score for predicting the confirmed, deaths and the 

recovered cases. The dataset used in this study has high 

number of confirmed and the death cases as compared to 

recovered cases. The evaluation result shows that when the 

size of the dataset increases the performance of the ARIMA 

is higher than the others and its performance will be low if 

it is performed in a few datasets. Additionally, the AR model 

can perform better with few dataset amounts.  

4. Result and Discussion  

The COVID-19 pandemic has caused an unprecedented 

global health crisis, prompting the need for effective 

measures to combat its spread. This study aims to develop a 

prediction model using artificial intelligence techniques to 

aid in the fight against COVID-19. Specifically, the study 

evaluates the performance of three-time series forecasting 

models (AR, ARIMA, and SARIMA) in predicting the 

number of confirmed cases, deaths, and recoveries. 

To evaluate the performance of these models, the study 

employs the Spearman correlation coefficient as an 

evaluation metric, which measures the strength and 

direction of the monotonic relationship between the 

predicted and actual values. The results of the study are 

presented in Table 1 and show that all three models perform 

well in predicting COVID-19 metrics, with correlation 

coefficient values ranging from 0.76 to 1.00. 

According to the results, the ARIMA model performs the 

best among all three models, with perfect positive 

correlation coefficients of 1.00 for both confirmed and death 

cases. The SARIMA model also performs well in predicting 

recovered cases, with a correlation coefficient of 0.81. On 

the other hand, the AR model has the lowest correlation 

coefficients among all three models, indicating that it may 

not be as effective as the other two models in capturing the 

underlying patterns and trends in the data. 
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The effect of data splitting percentage on the performance 

of the models was also observed. The results show that as 

the size of the dataset increases, the performance of the 

ARIMA model tends to be higher than the other models. 

Specifically, when trained with a larger percentage of the 

dataset (100% or 80% data), the ARIMA model achieves 

perfect positive correlation coefficients of 1.00 for 

confirmed and death cases, indicating its high accuracy in 

predicting the number of cases and deaths related to 

COVID-19. However, when trained with a smaller 

percentage of the dataset (60% data), the correlation 

coefficients of the ARIMA model decrease slightly to 0.93 

for confirmed cases and 0.94 for death cases, suggesting a 

relatively lower performance compared to the other two 

models. 

The high correlation coefficients obtained by the ARIMA 

and SARIMA models suggest that these models are 

effective in capturing the trends and patterns of the COVID-

19 outbreak. Specifically, the perfect correlation coefficient 

values obtained by the ARIMA model for confirmed and 

death cases indicate that it can accurately predict the number 

of cases and deaths related to the COVID-19 outbreak. This 

could be useful in helping governments and healthcare 

organizations to better prepare for the impact of the outbreak 

and take appropriate measures to mitigate its effects. 

The results of this study suggest that artificial intelligence 

techniques, particularly the ARIMA model, can be useful in 

predicting the impact of the COVID-19 outbreak. By 

providing accurate predictions of confirmed cases, deaths, 

and recoveries, governments and healthcare organizations 

can take proactive measures to manage the pandemic 

effectively. Furthermore, these results demonstrate the 

potential of artificial intelligence techniques in supporting 

public health policy, particularly during times of crisis. 

5. Conclusion 

In this study, an AI-based model was developed to predict 

COVID-19 outbreak analytics using AR, ARIMA, and 

SARIMA models. The models were evaluated using 

Spearman correlation evaluation metrics, and the results 

showed that the ARIMA model had the highest performance 

in predicting confirmed, death, and recovered cases. The 

Spearman correlation scores for ARIMA were 1.00, 1.00, 

and 0.93 for confirmed, death, and recovered cases, 

respectively. The AR model also showed good performance 

with fewer datasets, while the SARIMA model performed 

well when the dataset size was larger. 

The results of this study have important implications for 

public health policy, demonstrating the potential of artificial 

intelligence techniques in supporting effective management 

of pandemics. However, it is important to note that further 

research is needed to validate these findings and to identify 

any potential limitations of the models. Nevertheless, this 

study provides a strong foundation for future research in this 

area and highlights the importance of using advanced 

technologies to combat global health crises. 

Furthermore, the study provides important insights into the 

effectiveness of different time series forecasting models so 

as to predict the COVID-19 outbreak. The high performance 

of ARIMA and SARIMA models suggests their potential as 

useful tools in predicting the impact of the outbreak and 

informing decision-making. However, it is crucial to 

conduct further research to explore the influence of other 

factors on the outbreak. Additionally, the study highlights 

the importance of considering the dataset size and splitting 

percentage when utilizing these models, as it can impact 

their performance. Overall, this study contributes to the 

growing body of literature on COVID-19 prediction 

modeling and underscores the significance of leveraging 

advanced technologies for addressing global health 

challenges. So, it is essential to continue exploring and 

refining predictive models to support effective decision-

making during pandemics. 

6. Recommendation 

The study highlights the potential of machine learning-

based time series methods for predicting COVID-19 data in 

Ethiopia. Therefore, it is recommended that the Ethiopian 

government and other key stakeholders continue to leverage 

artificial intelligence and machine learning technologies for 

combatting the COVID-19 pandemic in the country. 

The study recommends the use of the ARIMA model for 

predicting daily confirmed cases and daily recovered 

patients, and for predicting daily death cases. However, the 

study also highlights the importance of choosing the right 

time series model for different variables and dataset sizes. 

Therefore, it is recommended that further research be 

conducted to explore other machine learning methods that 

may perform better for different variables. 

The study's findings can be useful in guiding public health 

policies and interventions for combating the COVID-19 

pandemic in Ethiopia and other similar settings. Therefore, 

it is recommended that the Ethiopian government and other 

key stakeholders use the results of this study to inform and 

guide their decision-making processes related to COVID-19 

control measures. 

7. Ethical Consideration  

This study will not use personal information such as name, 

gender, identification number and other information that 

may describe person’s identity. Any COVID-19 patients’ 

information which will harm the individual under 

investigation will not be disclosed without the consent of the 

individuals. All reference materials and any other help full 

information which will be used for this project will be cited 

and acknowledged. 
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