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Abstract: Hyperspectral image segmentation (HSI) is a technique that is commonly used to remove redundant and linked data from the 

original high-dimensional HSI spectral space while at the same time keeping the essential data in a low-dimensional subspace. The use of 

superpixels has been beneficial to a wide variety of applications, some of which are listed here. In this paper, for the very first time, zeroed 

in on how well-established super-pixel techniques can serve as a helpful first stage in hyperspectral analysis, with a concentration on 

classification. In addition to this, we make use of the network that is in the middle of the model, and after that, we employ the technique 

known as feature fusion to combine the features that originate from the various subnetworks. 
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1. Introduction  

People have been using the term superpixel to refer to a 

specific kind of pixel that possesses several characteristics 

that set it apart from other kinds of pixels. This type of pixel 

has received a great deal of attention since it was first used 

[1]. After being introduced for the first time, the concept 

quickly acquired traction and was implemented in a great 

many different contexts shortly afterward. The research 

literature includes descriptions of a variety of different 

superpixel segmentation techniques that are designed to 

work particularly well with natural images. These 

techniques are intended to work particularly well with 

natural images. In [2], which can be read in its entirety by 

clicking on the link provided above, we perform an in-

depth analysis of 28 modern superpixel algorithms. 

The writers of the paper [3] present a table in which they 

evaluate the performance of the SLIC algorithm in 

comparison to that of other methods that are currently 

considered to be the state-of-the-art. The researchers who 

are working in this field are spending a significant amount 

of their time and energy to investigating the processes that 

are used to divide superpixels in their research. The sector 

of the processing industry that is concerned with high-

speed images has been paying an increasing amount of 

attention to superpixels over the course of the past few 

years.  

This ability of superpixels makes the incorporation of 

superpixel segmentation into HSI processing intriguing. 

Because of this, the incorporation of superpixel 

segmentation into HSI processing is a desirable 

component. This is because superpixels can organize 

regular pixels into meaningful groupings based on their 

relative positions to one another in the picture, whereas 

regular pixels are unable to do this. The spatial 

configuration of the objects that are being depicted can also 

be replicated in the arrangement of the superpixels [4], 

which is another useful feature. 

The following are just a few examples of the countless 

applications that have reaped tremendous rewards as a 

direct result of the utilization of superpixels. In many 

situations, standard techniques for the segmentation of 

pictures can be applied to superpixel images with only 

minimal adjustments necessary. This reduces the amount 

of work that needs to be done. The reason for this is that 

regular pictures only have a certain number of pixels in 

them, whereas superpixel pictures have a lot more of them 

all to themselves. 

Even though dedicated HSI superpixel segmentation 

algorithms have not yet been developed, it is likely that 

natural image processing algorithms will be able to 
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function effectively in the new domain. This prediction is 

since natural image processing algorithms already exist.  

In this article, we introduce a deep residual network 

architecture for the purpose of achieving rapid infrared 

denoising. This architecture makes use of attention, which 

is a feature that is unique to deep residual networks. One 

way to think about the network is as a convolution layer, 

which is made up of a variety of receiving fields, shortcut 

connections, and channel attention mechanisms. This is 

just one way to think about the network. Both modules are 

part of the multi-scale feature extraction module. In 

addition, a technique that is referred to as feature fusion is 

utilized to combine the features that are generated by the 

many different subnetworks. 

2. Related works 

Dimensionality reduction, also known as DR, is a common 

preprocessing tool that is used to extract pertinent 

information from an original high-dimensional HSI 

spectral space while simultaneously discarding data that is 

either irrelevant or correlated [5]. A small amount of data 

to train with, it is still possible to train the classifier in a 

manner that will result in accurate results being produced. 

According to the degree of supervision that they are 

subjected to, most of these methods either belong in the 

controlled category or the uncontrolled category. 

When determining DR, these algorithms typically only 

consider the spectral characteristics and ignore any 

information that can be gleaned from the geographic 

features. This is because spectral characteristics are more 

easily measured than geographic features. In many cases, 

this is how events turn out to play out. It may be beneficial 

to provide a spatial context to spectral categorization 

algorithms because pixels that are nearby to one another in 

an image [6]. 

This is because it is customary for neighboring images in 

an image to share the same categories of interest with one 

another. Recent years have seen the development of 

superpixels, which allow DR applications to take into 

consideration the surrounding spatial environment more 

effectively. The invention of superpixels [7] paved the way 

for this to become a possibility rather than a pipe dream. 

Analysis of the image correlation matrix is a method that 

has been developed and can be used to originally organize 

the highly correlated bands that are present in a 

hyperspectral image. This technique was developed and 

can be used because it has been proven to be effective. 

After being compiled into one large group in the prior 

phase, the bands are then put through an operation known 

as SuperPCA feature extraction. A spatially regularized 

local graph discriminant embedding (LGDE) strategy is 

recommended in the paper [8] to naturally incorporate 

spatial information into the LGDE model. This is done to 

achieve the desired result.  

In addition, the kernel counterpart of the linear SLGDE 

model is extended to take into consideration the potential 

non-linearity. This was done to improve the accuracy of the 

model. This potential non-linearity could be the outcome 

of the complicated nature of the data acquisition process, 

as well as the effects of atmospheric and geometric 

distortions. 

3. Proposed Method 

In the following section, an in-depth description of the 

attention-based deep residual network that was 

recommended for use in HSI denoising is provided. This 

network was suggested for use because it can effectively 

reduce noise. Figure 1 provides a high-level overview of 

the infrastructure of our network. Yspatial is used to refer 

to an input noise band, and Yspectral is used to refer to the 

K bands that are immediately contiguous to it. 

The multi-scale feature extraction module oversees 

gathering the necessary spatial context and spectral 

correlation data so that the data can be evaluated. This data 

is required for the module to perform its function. to carry 

out the analysis, it is necessary to have these facts. A 

specialized component of multilayer feature representation 

is utilized to build the noise.  

The residual is subtracted from the topographical input, 

which finally ends up producing the clear signal. After that, 

we will move on to the subsequent step of offering a more 

in-depth description of the blocks and loss function that our 

network utilizes. 

Channel Attention Block  

The traditional CNN applies the same strategy to each 

channel of a feature map, which limits the representational 

power of deep neural networks. The traditional CNN is 

unable to learn in a discriminative fashion across channels, 

which is why this is the case. It has been brought to our 

attention that the feature maps of the spectral input have 

variable effects on the outcome of the denoising process. 
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Fig 1: Attention based Deep Network 

This indicates that the training that is supplied by our 

network ought to focus characteristics that are most notable 

to maximize their effectiveness. Our strategy for residual 

learning should also allocate greater weight to the 

convolution kernels so that we can improve the accuracy 

of our noise prediction. This will allow us to extract high-

frequency information more effectively. As a result of 

these factors, we concluded that our system needed to be 

enhanced by the addition of a channel attention block, 

which would allow for the dynamic modification of feature 

representation. 

Figure 1 depicts the internal structure of both our channel 

and our attention block.  

Fi = Fi−1 + WCA ∗ Xi (1)  

Where Fi and Fi1 are the input and output feature maps, 

respectively, and Xi is the residual component that was 

produced by using two stacked convolution layers with 

filter sizes of 3x3, respectively.  

Xi = W2 ∗ δ(W1 ∗ Fi−1) (2)  

where  

Xi - residual component. 

If we assume that weight sets (W1 and W2) and ReLU 

function, then the answer is Xi = W2(W1*Fi1). Using the 

Xi function known as the global average pooling will allow 

us to successfully complete this task.  

We make use of a ReLU convolution layer that has a 

dimension of 1, which allows us to reduce the overall 

number of channels by a factor of r. Following the 

completion of this stage, a sigmoid convolution layer with 

a dimension of one is applied to bring back the initial 

number of channels and ensure that WCA is consistently 

within the range of 0 to 1. 

We suggest making use of an attention-based deep residual 

network to acquire this mapping as quickly as possible. 

When utilizing the spatial-spectral information, input is 

received not only from the band that is being selected now 

but also from the K bands that are immediately adjacent to 

it. This ensures that the most accurate results are obtained.  

The study combines the multi-scale features by using a 

convolution layer with different filter sizes, and we 

integrate the multi-level information by making use of a 

shortcut connection to achieve more effective noise 

suppression.  

Both steps are carried out to improve the quality of the 

output. In addition, the channel attention technique is used 

to educate the network to pay attention to the supporting 

data and features that contribute the most to the denoising 

operation.  

This is done by teaching the network to pay attention to the 

supporting data and features. to accomplish this, the 

network needs to be trained to pay attention to the data and 

characteristics that it is supporting. Instead of simply 

making a prediction, which would make the process of 

training more complicated, we reconstruct the outcome by 

using a residual mode. This makes the process much 

simpler. 

For the model to make use of the spatial-spectral structural 

association, it must be simultaneously supplied with 

information pertaining to both the space it inhabits and the 

bands that surround it. Only then will the model be able to 

maximize its potential benefits from the association.  

We can make use of the spatial-spectral structural 

relationship that already exists. We also make use of the 

centralized network that the model possesses, and after 

that, we use a method that is referred to as feature fusion to 

combine the information that we get from the different 

parts of the network. Feature fusion is one of the techniques 

that we use. In the final step, you will apply this combined 

feature to an entirely connected layer so that it can be used 

 classes 
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as an input for classification based on the combined 

feature. This will be done so that the layer can be 

completely connected. 

4. Results and Discussions 

The study maintains K as 64, r as 10 throughout the entirety 

of the training procedure. Both numbers, the down sample 

ratio and the trade-off value, correspond to their respective 

concepts.  

The assignment of weights to nodes in the network, which 

are originally based on the shortened normal distribution, 

is the first step in the training process for the network. 

The default specifications for TensorFlow are utilized in 

conjunction with the optimization tool Adam, which 

possesses a mini-batch size of 382, which is twice as many 

as the band number.  

The training rate begins at an extremely low level of 

0.0001, and it drops off very quickly at regular intervals 

that have been established in preparation. There are 

approximately 300,000 different permutations carried out 

in total. 

Table 1: Training of Attention and non-attention models 

Images CNN RNN A-CNN 

10 80.45 80.38 82.86 

20 80.08 82.56 83.32 

30 78.05 79.26 83.43 

40 71.43 76.39 79.19 

50 80.17 82.53 80.92 

60 75.22 79.18 82.35 

70 78.46 79.42 86.32 

80 74.53 79.47 80.03 

90 76.33 78.69 82.27 

100 78.59 79.29 83.89 

110 75.65 78.31 83.50 

120 77.99 77.93 81.34 

130 76.70 79.46 85.37 

140 72.97 76.98 84.32 

150 77.32 79.01 84.68 

160 77.64 82.60 83.46 

 

Table 2: Testing of Attention and non-attention models 

Class CNN RNN A-CNN 

10 80.91 80.86 83.68 

20 80.55 83.05 84.14 

30 78.51 79.74 84.24 

40 71.85 76.85 79.97 

50 80.63 83.02 81.71 

60 75.66 79.65 83.16 

70 78.92 79.89 87.16 

80 74.96 79.94 80.81 

90 76.78 79.16 83.08 

100 79.05 79.76 84.72 

110 76.09 78.78 84.32 

120 78.44 78.40 82.14 

130 77.14 79.93 86.21 

140 73.39 77.44 85.15 

150 77.77 79.48 85.51 

160 78.09 83.09 84.28 

Table 3: Validation of Attention and non-attention 

models 

Class CNN RNN A-CNN 

10 81.66 82.41 84.50 

20 81.29 84.64 84.97 

30 79.23 81.26 85.08 

40 72.51 78.32 80.76 

50 81.37 84.61 82.52 

60 76.36 81.17 83.98 

70 79.65 81.42 88.03 

80 75.65 81.47 81.61 

90 77.48 80.67 83.90 

100 79.78 81.29 85.56 
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110 76.79 80.28 85.16 

120 79.16 79.90 82.95 

130 77.85 81.46 87.06 

140 74.06 78.92 85.99 

150 78.48 81.00 86.36 

160 81.26 82.66 84.62 

 

The results in Table 1-3 make use of the network that is in 

the middle of the model, and after that, we employ a 

technique known as feature fusion to combine the features 

that originate from the various subnetworks. The results 

show that the proposed network architecture can be used in 

HSI-denoising applications. 

5. Conclusions 

This paper proposes an attention-based deep residual 

network architecture for high-spatial-spectral denoising. 

The network is composed of a convolution layer of various 

reception fields, a shortcut connection, and a channel 

attention mechanism. In addition, the network that is in the 

middle of the model employs a technique known as feature 

fusion to combine the features that originate from the 

various subnetworks.  
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