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Abstract: This paper presents a residual learning (RL) approach to generate automated captions for any given image. In this approach, a 

convolutional neural network (CNN) is employed to extract the spectral and spatial characteristics of the image, which is essential to solve 

the caption generation problem, which necessitates the use of CNN. In addition to this, we consider the nuanced quality of language by 

incorporating an image annotation generator into the system that has been recommended. The results of the experiments that have been 

presented here provide convincing evidence that the developed model is an improvement upon the various approaches to image captioning 

that are currently being used. 
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1. Introduction 

it is not uncommon for a single image to contain a sizeable 

quantity of data within its confines. On a consistent basis, 

enormous quantities of visual data are produced by both 

social media platforms and astronomical observatories. 

Deep learning gives us the ability to label images in a 

manner that will eventually eliminate the need for human 

assistance in this process [1]. 

There will no longer be a need for human annotations. This 

will result in a significant reduction in the amount of labor 

that is required as a direct result of the fact that there will 

no longer be a need for human participation. The ever- 

increasing amount of visual material and the 

accompanying writing that can be found on the internet is 

one source of the difficulty that users must contend with. 

Another source of difficulty is the ever-changing nature of 

the visual material. Most of these records, unfortunately, 

have far too much noise to be used in their original state in 
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a image captioning model. This model requires records to 

be free of noise to function properly [2]. 

For the purposes of training, models that generate captions 

require access to a large dataset that is populated with 

images that have been accurately annotated. This article 

goal is to demonstrate a system that can produce contextual 

descriptions of objects discovered in images in an 

automated manner. These descriptions will be the focus of 

the article. Consider the information that is shown in the 

image, and then write a sentence that describes what is 

taking place there. 

This is because the model needs to first extract features 

from the images, and then use those features to construct a 

meaningful sentence. As a result of this, this issue has 

arisen. As a direct consequence of this, the method of 

automatically generating significant captions is extremely 

challenging. We can accomplish feature extraction by first 

introducing a massive dataset into a convolutional neural 

network (CNN) training environment and then performing 

many iterations in both the forward and backward 

directions to identify the optimal weights for the network 

[3]. 

This allows us to determine which features should be 

extracted from the data. After that, a sentence is 

constructed by utilizing the recurrent neural network 

(RNN) in addition to the characteristics that were retrieved 

[4]. 

We present a residual learning approach to generate 

automated captions for any given image. The algorithm 

uses a CNN to extract the spectral and geographic 

characteristics of an image. In addition, the algorithm can 

generate a English description of the image with no 

assistance from a person at all. This is achieved by 
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combining two methods, namely, the encoder-decoder 

strategy and the focused concentration technique. 

2. Related works 

The RNN in most of the models that are presently available 

by employing Maximum Likelihood Estimation (MLE) to 

produce image descriptions. This was done to improve 

accuracy. The reasoning that is presented in [8] suggests 

that MLE methods are susceptible to exposure bias while 

the inference phase is being carried out. 

When it comes to the captioning of images, the MLE runs 

into the same issue that it did in the past, which is that the 

outcomes do not agree with human judgments of quality. 

Within the confines of the generative adversarial network 

(CNN) paradigm, the MLE can be changed out for a 

different strategy that is accessible [9]. The MLE can be 

replaced with this different design as an alternative. CNN 

was originally conceived with the intention of producing 

fake images that were convincing to the human eye [5]. 

Generative adversarial networks, also known as CNNs, can 

learn generative models without the need for the loss 

function of the target distribution to be specified in 

preparation. This enables CNNs to learn more quickly than 

traditional machine learning methods. Instead, a 

discriminator network that looks for differences between 

actual and generated samples is a part of CNN. This is done 

to achieve higher levels of precision. When a network is 

being trained, a technique known as adversarial training is 

applied to the entire system so that it can learn [6]. 

The individual can then construct a discriminator to 

evaluate the genuineness of the instances that were 

generated by the caption generator. This can be done in 

several ways. The generator that is used by CNN, which 

generates a caption based on the characteristics of the 

image, is theoretically comparable to the generator that is 

used by the caption. When attempting to find a solution to 

a problem that involves language, CNN has a error that 

needs to be worked around before it can be used effectively 

[7]. 

Language difficulties are fundamentally distinct from 

visual disabilities in several important ways. Because there 

are so few of these tokens, the gradients cannot backspread 

through them even if they are passed directly into the 

discriminator. This is because the discriminator is a binary 

machine. One approach that may be put into action to 

ascertain the gradients of the discontinuous units is to make 

use of a reinforcement learning (RL) framework [8]. 

According to [9], the RL framework has a problem because 

there is no intermediate reward when it comes to the 

generation of sequences. This problem is described in more 

detail in the previous paragraph. You will not be provided 

any indication regarding the reward until all the tasks that 

need to be completed by you have been successfully 

completed. For us to be able to optimize the complete 

sequence, we need to know the long-term benefit that will 

be conferred by each token that is generated at an 

intermediate stage. 

We have developed a framework for image captioning that 

is based on the generalized additive model (CNN) to 

address the problems that were brought up previously in 

the conversation. The discriminator that is used in the 

system that has been recommended considers the degree to 

which freshly generated captions resemble the reference 

captions as well as the degree to which they are consistent 

with the image features. Both factors are taken into 

consideration. 

The networks can adjust take into consideration the 

possibility that it will generate subtitles that are unrealistic 

if they conduct an analysis of the discriminator. In addition 

to this, we take into consideration the nuanced quality of 

language by incorporating an image annotation generator 

into our RL system. This allows us to reflect the linguistic 

landscape more accurately. A generator is rewarded for 

their efforts by a discriminator through the statements that 

are made by the discriminator. By utilizing a Bayesian 

network, this technique allows us to modify the parameters 

of the image captioning generator. A stochastic 

parameterized policy serves as the inspiration for the 

design of the image captioning generator. 

The research makes use of Policy Gradient, which swiftly 

addresses the differential problems that are present in 

conventional CNN, to train the policy network. It is another 

source from which we have taken inspiration for this 

concept. We put this plan into action so that we can address 

the shortage of intermediary rewards that has been causing 

us problems. 

This is utilized by the software to get a taste of the potential 

long-term benefit of an intermediary step. If we consider 

the generation of sequence tokens to be the task that needs 

to be completed, then we can acquire the intermediary 

rewards in RL by employing a strategy that is very similar 

to the Monte Carlo roll-out approach. In this work, we 

make use of a similar sampling approach to manage the 

intermediate benefits that come along with the process of 

caption generation. This is done to ensure the integrity of 

the final product. 

3. Feature Map Generation using CNN-GAN 

There are many levels of complexity that need to be taken 

into consideration whenever a computer attempts to 

interpret an image. The data from the images that are taken 

in by an animal iris are then sent to the brain, where the 

neurons conduct analysis on the information that has been 

received. It is motivated by the design of the animal visual 
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cortex and aims to learn spatial hierarchies of 

characteristics, beginning autonomously and adaptively 

with the most basic and progressing to the most complex. 

 

 

 
 

 
 

 
Fig 1: Proposed Image Captioning 

The architectural structure of a typical CNN consists of 

several different levels, including convolution, pooling, 

and completely connected levels. The first two layers, 

which are known as convolution and pooling, are the ones 

that oversee the process of extracting features from the 

data. These features are then passed on to the third layer, 

which is a completely connected one, to be used in the 

output of the model. Convolution is one of the most 

important mathematical operations that goes into the 

making of a  CNN,  which is constructed using a wide 

variety of other mathematical operations. The term 

convolution refers to a specific type of linear operation. 

A 3D kernel is applied to the images to extract the spectral 

and spatial characteristics, which is essential to solve the 

HSI classification problem, which necessitates the use of 

CNN. This step is necessary to accomplish the goal of 

applying the CNN to the problem. To performing 

integrated feature mapping on raw data that possesses both 

spectral and geographic dimensions, it is feasible to make 

use of three-dimensional convolutional kernels. This can 

be done. The formula for 3D convolution is: 

on three publicly available hyperspectral datasets and are 

discussed in the following sections. 

4. Caption generation using Residual Learning 

Consider H(x) as a mapping that a few stacked layers, but 

not necessarily the entire net, can fit into, with x 

representing the inputs to the first of these layers. This is 

just one way to think about H(x). This is merely one 

perspective among many on the matter. If a group of 

nonlinear layers can asymptotically approximate a set of 

complex functions2 is the same as assuming that those 

layers can asymptotically approximate the residual 

functions, H(x) x. This is because both assumptions are 

equivalent. These two possibilities are completely 

interchangeable with one another. 

This is the reason why we don't expect stacked layers to be 

able to approximate H; instead, we enable them to 

approximate a residual function called F(x):= H(x) x. This 

is because we don't expect stacked layers to be able to 

approximate H. (x). After making these modifications to 

the fundamental function, the structure that is produced is 

denoted by the symbol F(x+x). It is possible that the 

relative ease with which each representation can be 

acquired will be different, even though it is anticipated that 

both representations will be able to approximate the 

objective functions. 

The intrinsic ambiguity that can be found within the 

degradation problem served as the driving force behind this 

clarification. If the additional layers can be constructed as 

identity mappings, as we mentioned in the introduction, 

then the training error for a deeper model shouldn't be any 

higher than that of its shallower equivalent. This is because 

deeper models require more data to train than shallower 

models. If the underlying model can be constructed, this 

vxy  
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should be the expected outcome. 
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 Experiments have shown that identity mappings are a 

suitable technique of preconditioning since the learned 

where the value under the current operation is at the 

position (x, y, z), 

i - current layer, 

j - feature map, 
 

vxy 

ij   - output, 

r - bias term, 

k hwb 

residual functions have relatively modest responses on 

average. This is because identity mappings map the 

optimal function to a point that is closer to an identity 

mapping than it is to a zero mapping. 

3.2.1. Identity Mapping 

Between each successive layer of layering, we use residual 

learning at predetermined intervals. 

In this research, we are going to start with the officially 

specified building block y = F(x, Wi) + x as our point of 
ijp - weight value, 

departure. This will be the case throughout the entirety of 

p - features set, 

f - activation function, 

this investigation.  

y = F(x, {Wi}) + x. 

The CNNs such as 3D CNN is used to evaluate the 

performance of each dimensionality reduction technique 

In this scenario, the input and output vectors of the levels 

that are being considered are represented by the x and y, 

Image 
Image 

Preprocessing 
CNN Encoder 

Caption GRU Network 

Dataset Captions List Tokenizer Embedding 
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respectively. The part of the mapping that has not yet been 

understood is represented by F, which stands for the 

function. (x, Wi). 

F = W2(W1x), 

where RLU is depicted, and the biases have been omitted 

for the purpose of keeping things as simple as possible. 

Finding the expression F := x requires performing both a 

quick link and an addition operation on each individual 

constituent to arrive at the correct answer. The second type 

of nonlinearity, which is represented by the letter y, is the 

one that we focus on. 

The simplifications made to the connections in Equation 

(1) do not result in the addition of any new parameters and 

do not in any way make the calculations more difficult. 

This is beneficial not only when used in day-to-day 

situations but also when comparing standard networks to 

leftover networks. This is important when comparing 

standard networks to leftover networks. If the same number 

of parameters, depth, width, and computational expense 

are used in each instance, then it is possible to make valid 

comparisons between plain networks and residual 

networks. 

It is important that the values x and F in the equation have 

the same quantity of weight and significance. If this is not 

the case, however (for example, when transitioning 

between input and output channels), it is still possible to 

carry out a linear projection Ws by making use of the short- 

cut connections, as follows: 

y = F(x, {Wi}) + Wsx 

There is also the possibility of utilizing a square collection 

Ws in the solution that was presented earlier. The research 

demonstrate through experimentation that identity 

mapping is sufficient for addressing the deterioration 

problem and that it is cost-effective; as a result, Ws will 

only be used when matching dimensions. 

There is a wide range of possibilities for the shape that the 

residual function F can assume. Even though it is 

theoretically possible for function F to have a greater 

number of layers than the two or three that are depicted in 

figure 5, we conduct all our experiments with a function F 

that has either two or three layers throughout the duration 

of this article. If, on the other hand, F consists of only a 

single layer, then equation (1) is quite comparable to the 

equation that describes a linear layer, which is written as 

follows: y is equal to W1x plus x, but we have not found 

any benefits associated with using this kind of layer. 

The notations that were discussed earlier are applicable to 

convolutional layers, which is an important point that we 

want to bring to your attention. Even though they were 

originally developed for use with fully connected layers, 

you can use them with convolutional layers. A substantial 

number of a convolutional neural network layers can be 

represented by the function F. The components of two 

feature maps are merged together, channel by channel, 

after being added to one another element by element. 

5. Results and Discussions 

To verify the validity of the experimental proof, we will be 

utilizing the MS-COCO 2014 data accumulation in 

conjunction with the Flick8K dataset. In addition to that, 

comparisons are made between older versions and more 

current ones. There are a total of 8,000 photographs, and 

each one includes a variety of comments that provide 

additional insight into the subject matter depicted in the 

image. 

Even when these older, more established methods are used, 

the CNN architecture still manages to enhance the image 

captioning process so that it is more accurate. However, the 

evaluation metrics place an excessive amount of emphasis 

on n-gram matching and pattern matching with ground 

truth captions and completely disregard the naturalness of 

the language, even though these can represent the accuracy 

of the description related to the image. 

In addition, the evaluation metrics place an excessive 

amount of emphasis on n-gram matching and pattern 

matching with ground truth captions. Despite the fact that 

both of these kinds of matching can be used to identify n- 

grams that are similar to one another, this is the result. 

Table 1: Training Results 
 

Methods METEOR CIDEr Rouge-L 

KNN 25 123 57 

GAN 28 128 66 

CNN 24 125 57 

RNN 27 124 65 

ResNet50 27 137 64 

RL 38 141 68 

Proposed 42 145 71 

Table 2: Testing Results 
 

Methods METEOR CIDEr Rouge-L 

KNN 23 181 55 

GAN 26 173 47 

CNN 21 172 48 

RNN 24 180 54 

ResNet50 28 195 48 

RL 32 197 52 

Proposed 34 201 60 
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Table 1: Training Results of BLEU 
 

Methods BLEU-1 BLEU-2 BLEU-3 BLEU-4 

KNN 56 32 19 12 

GAN 76 52 38 28 

CNN 81 55 39 27 

RNN 72 51 37 26 

ResNet50 83 64 47 37 

RL 79 60 46 34 

Proposed 84 67 49 38 

 
Table 2: Testing Results of BLEU 

 

Methods BLEU-1 BLEU-2 BLEU-3 BLEU-4 

KNN 67 33 27 16 

GAN 72 48 31 18 

CNN 74 49 32 21 

RNN 66 43 29 19 

ResNet50 71 52 42 29 

RL 76 50 38 26 

Proposed 78 53 44 31 

 
The results of the experiments make it feasible to reach the 

conclusion that the CNN-ResL strategy achieves the 

MAPE and MAE values that are as low as they can get 

while still being effective. The findings and the discussion 

that have been presented here provide convincing evidence 

that the developed model is an improvement upon the 

various approaches to image captioning that are currently 

being used. 

CNN method routinely produces the finest results possible 

across the board because of how it implemented. Nobody 

ought to be caught off guard by this information. Their 

usefulness is severely limited since metrics place a greater 

emphasis on n-gram matching in connection to the 

references rather than taking into consideration more 

holistic qualities such as naturalness and diversity. These 

discoveries have significant ramifications due to the reality 

that image captions ought to be judged by human beings. 

In addition, they give the impression that the strategies for 

image captioning will improve if there is a greater reliance 

placed on natural expression and variation. 

6. Conclusions 

We have shown that an image can be analyzed by a CNN 

algorithm, and that the algorithm can then generate a 

passable English description of the image with no 

assistance from a person at all. They begin by compressing 

an image into a representation with a tool known as a 

convolutional neural network, or CNN, and then move on 

to another tool known as a recurrent neural network, or 

RNN, to construct a statement that is consistent with the 

image. The algorithm has been fine-tuned so that it can 

determine the assertion that is most likely to be correct 

given the image that is presented. In addition to this, we 

investigated the results of combining two methods, namely 

the encoder-decoder strategy and the focused 

concentration technique. 
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