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Abstract: In Ancient India, people were depended on farming for their livelihood. Even today, Agriculture and allied sectors contributes 

one of the major portion in the Pi-chart of India’s GDP.   But day by day, Agriculture sector declining and many are reluctant towards 

farming due to many reasons Such as Short of water levels in the underground, Lack of seasonal cropping, Multi cropping, Soil 

management etc. Artificial intelligence and machine learning is research area that can make use of  to develop algorithms which will give 

assistance to the human in making right decisions by taking numerous in to account such a climatical conditions, Soil factors, idea on 

seasonal crops, right crops for multi cropping for better yield etc,.   This paper presents several machine learning algorithms as a part of 

Agriculture Recommendation System in selecting right crop for right soil and climatical conditions to improve yield of the crop, to make 

farmer more flexible and comfort to farming with proper soil management. 

Keywords: Agriculture Recommendation System, Artificial Intelligence, Machine Learning, precision Farming, Multi Cropping. 

1. Introduction: 

In the past, basic economic source of India is Agriculture 

and farming. Even Today, primary sector in the GDP of 

India is Agriculture and allied sector. According to the 

IndianMinistry of Agriculture & Farmers Welfare, the 

gross value-added(GVA) share of Agri & allied share in 

the year 2022-2023 is 18.3%. Figure 1. Shows GVA 

share of Agri & allied Sectors in India’s total economy 

(%). GAV share in the year 2021-22 is 19% and in the 

year 2020-2021 is 20.3%. It is clear that GVA share is 

declining year by year. Not only in India, even in the 

global economy the Agri & allied sector share was 

declined to 42% approximately. In the year 1980, it was 

7 % where as in 2021 it was 4% as per the survey of 

World bank. In the other view, according to the Global 

Report on Food Crises (GRFC) for 2023, Currently over 

258 million public in 58 nations and terrains who are 

extremely hungry. This shows intensive food insecure. 

By observing all these statistics, precision and productive 

farming in essential to upsurge the GAV share and also to 

feed the people globally to bring out from the food 

insecurity[17][19]. 

 

Fig 1: GVA share of Agri & allied Sectors inIndia’s total 

economy (%) 

 Many reasons for declining the agriculture sector year 

by year, few are randomness and rapid changes in the 

climatical conditions, Lack of knowledge on seasonal 

crops, Multi cropping and soil management for the 

upcoming generations[19]. Utilization of chemical and 

pesticides more than essential, this is one of the major 

problem leads to low productiveness from crop to 

crop.Lack of credits, insufficient government subsidies, 

and corruption alienate the farming community and 

increase debt, which in turn causes suicides and leaves 

families with mounting debt[12][23].Using statistical 
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skills, artificial intelligence and Machine learning, 

productivity of agriculture can improve at relatively 

reduced prices. In line with the statement, we proposed 

anagriculture recommendation system (ARS) 

empowered by machine learning algorithm which leads 

precision agriculture [2],[3]. 

Agriculture recommendation system entails the use of 

technology to suggest fertilisers, agricultural methods, 

and crops to farmers among others. The agriculture 

recommendation system employs various machine 

learning algorithms to suggest crops in accordance with 

predetermined rules and data[20]. The kind and quantity 

of data input determines how accurate the advice is. This 

statistical nature of the Algorithm can result in a sizable 

boost in yield. A high degree of accuracy is desired since 

failure to do so will have far-reaching negative effects, 

such as seed and time waste, severe reductions in 

production, etc. Recommendations can be based on a 

wide range of predictors, including temperature, soil 

characteristics, humidity, etc[4][21]. 

In the paper [5], Author proposed a crop 

recommendation system to identify the type of disease 

affecting the crop by using image processing algorithms 

and suggesting the pesticides accordingly. The major 

draw back with the system is not a smart system [24]. 

Source of data might be limited which leads a partial 

recommendation and limited to a specific type of crop.  

The survey work of the author[6] bring out the categories 

of smart agriculture recommendation system based on 

soil characteristics, various pests, weather conditions and 

crop type[25]. Author also focused on transition era from 

the tradition agriculture[30-32]. 

Author[7] focused on structural planning requirements 

for successful development of software model in the 

precision farming. The collective object of the author is 

provide direct service to the small scale farmers, but the 

specified system is state or location specific and it used 

the generic communication service like sms [26]. 

Paper [8] discussed about various machine learning 

algorithms used in the recommendation system such as 

support vector machine, REPTree and random forest etc. 

Among various  observations, author identified a 

particular matric called minimum error deviation based 

which paper were concluded with best from studied 

algorithms.  Data Mining approaches used for crop 

selection is proposed in the research work[9]. Tool such 

as clusttering , K-nearest neigbhor, ANN and linear 

regression are analysed for the implementation of crop 

selection system [27]. 

In the view of author[10] traditional farming is not 

adequate to achieve the demands. Major areas need to be 

kept in mind during cultivation are water resources, crop 

monitoring, crop disease, lack of storage space, and 

warehouse storage space. So, author proposeda system 

that employed ML and DLabove mentioned factors [28]. 

After all these observation, current research work 

presents the AR System employed with intelligent 

machine learning algorithm to analyse the situations in 

the field and atmosphere and suggest suitable crops for 

the location, to the land and crop for integrated cropping. 

The rest of the paper is organized in well understandable 

structure [29]. 

1. Agriculture Recommendation System:By 

perusing and observing research articles on various on 

smart and precision  farming approaches[1],[3],[4] 

including data collection, forecast various factor and 

pathway directions, a collective frame work or base 

structure of Agriculture recommendation system is 

presented in the figure 2. 

Data Pooling:  

Initially ARS collects the data from various sources such 

a historical data of the land and type of crops growing 

from past decades of year, about the under-ground water 

levels and its variations for past few decades[33]. System 

also gather information arial survey of the cultivation 

land, local crops soil characteristics and rainfall over past 

decades, different types of crops, their deceases and 

corresponding pesticides etc.  

Feature Extraction: 

Data is processed for feature extraction. There are many 

features to be consider for the purpose of suggesting type 

of seasonal crops or type of crop combinations of multi-

cropping or based on area availability for small farmers 

etc. in order to consider crop combination for multi 

cropping, one of the major factor is crop family and the 

underground water levels has to be consider.[34][35] 
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Fig 2: Smart Agriculture recommendation system 

2. ML algorithms:An intelligent AI&ML based 

algorithm is employed in the system. The algorithm 

was trained and test based on the collected and some 

synthesized data sets, then it will be deployed into the 

ARS system. Two machine learning algorithms 

random forest [2],[12], KNN[13] and naïve 

bayes[2],[12] algorithms are examine for finding crop 

combination in the multi cropping system[36].  

Training&Testing:Training and testing the machine 

learning algorithms. In the entire data set, 70 percent of 

the data is used for training and 30 percent of data is 

used for testing purpose. 

Performance evaluation matrices:Machine learning 

algorithms are evaluated their performance based on 

parameters accuracy, error rate, precision, recall and F- 

measure. All these parameters are working based 

confusion matric that includes predicted output and the 

actual output. 

Recommendation: Where ever an innocent or a farmer 

under unknown state gives a query, ARS system suggest 

an appropriate solution which may leads to increase in 

the productivity of the crop. Here, farmers are advised to 

choose crops that will produce large income. Crop 

recommendations are produced by the random forest, 

KNN and naive Bayes algorithm based on priority. 

2. Results and Discussions: 

The performance of the proposed system is summarized 

based on the performance of the machine learning 

algorithms. Evaluation of the proposed system has been 

done based on the crop suggestion for multi cropping. 

Initial Sugar cane, Groundnut, papaya, banana, brinjal, 

potato, chilli, cucumber and ginger radish, onions are 

considered. The actual crop combination for multilayer 

croppingas mentioned in the Table1.Some features that 

are considered in the proposed systems are Height of the 

plant, soil fertility, moisture, Location, water level, field 

area, weeding etc. 

Table 1: Multilayer crop combination for productive yield 

Sno. Crop Combination 

1.  Onion+Potato+Sugarcane 

2.  spinach+ radish+ onion 

3.  maize+ green gram+ groundnut 

4.  Chilli+Cucumber+Papaya 

5.  Ginger+Spinach+Banana 

 

Accuracy, error rate and F Measure metrics [14]are used 

to evaluate the proposed system under two different areas 

Andhra Pradesh and Karnataka.Mathematical formulae 

of the metrices are given below. Accuracy is defined as a 

fraction of the number of true estimates to all number of 

estimates. Error rate can be measured as a fraction of the 

number of wrong estimates to all number of estimates. F 

measure Calculate the accuracy of the test data using 

precision and recall. 
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Accuracy

=  
True estimates

Total no. of estimates
… … … … … … … … . [1] 

Error rate =

 
Wrong estimates

Total no.of estimates
……………..…….[2

] 

F Measure =

 
2∗Recall∗Precision

Recall+Precision
………………….….[

3] 

Table 2 and 3 show the performance evaluation of 

random forest, KNN and Naiva bayes algorithms in 

terms of accuracy and error rate. From the table it is clear 

that performance of the algorithms varies with location 

to location as feature will vary. It is observed that 

random forest performs 2.659% better than KNN and 

8.223% better than naïve bayes in case of Andhra 

Pradesh where as in case of Karnataka, random forest 

performs 5.699% better than KNN and 8.917% better 

than naïve bayesFigure3a & Figure 3b three shows 

confusion matrices of random forest in two different 

location.

Table 2: Performance of the ML algorithms at Andhra Pradesh 

Model  Accuracy Error rate 

Random Forest 73.846% 0.485 

KNN 71.187% 0.542 

Naïve Bayes 65.623%  0.618 

 

Table3: Performance of the ML algorithms at Karnataka 

Model  Accuracy Error rate 

Random Forest 76.552% 0.364 

KNN 70.853% 0.501 

Naïve Bayes 67.635%  0.577 

 

 

(a) (b) 

Fig 3: confusion matrix of random forest for a) Andhra Pradesh b) Karnataka 

3. Conclusion: 

In this research article an agriculture recommendation 

system is proposed in support with machine learning 

algorithms like random forest, KNN and Naïve bayes 

algorithms. By analysing various parameters, it was 

concluded that a productive crop recommendation 

system is still required. A large-scale system may benefit 

from adding big data analysis as well as data mining 

since the majority of ensemble approaches guarantee 

good accuracy.What we need is a way to effectively 

gather data and analyse it using a network of sensors. 

When making crop recommendations, we also need to 

take into account other elements including the farmer's 
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financial situation, the availability of fertiliser, and 

topography. We also need a strong system that can 

precisely predict the weather because rainfall and 

temperature have a significant impact on yield. Future 

work needs to pay particular attention to soil 

characteristics and nutrients because they are the main 

determinants of crop recommendation. a mobile and web 

References: 

[1] R. Katarya, A. Raturi, A. Mehndiratta and A. 

Thapper, "Impact of Machine Learning Techniques 

in Precision Agriculture," 2020 3rd International 

Conference on Emerging Technologies in Computer 

Engineering: Machine Learning and Internet of 

Things (ICETCE), Jaipur, India, 2020, pp. 1-6, doi: 

10.1109/ICETCE48199.2020.9091741.  

[2] S. Singh and N. Singh, “Internet of Things (IoT): 

Security challenges, business opportunities 

&reference architecture for E-commerce,” 

Proc.2015 Int. Conf. Green Comput. Internet 

Things, ICGCIoT 2015, pp. 1577–1581, 2016. 

[3] S. Babu, “A software model for precision 

agriculture for small and marginal farmers,” c2013 

IEEE Glob. Humanit. Technol. Conf. South Asia 

Satell. GHTC-SAS 2013, pp. 352–355, 2013 

[4] J. Treboux and D. Genoud, "High Precision 

Agriculture: An Application Of Improved Machine-

Learning Algorithms," 2019 6th Swiss Conference 

on Data Science (SDS), Bern, Switzerland, 2019, 

pp. 103-108, doi: 10.1109/SDS.2019.00007. 

[5] S. K, D. D. S, P. R and S. M, "Agriculture Based 

Recommendation System with Image 

Processing," 2022 International Conference on 

Communication, Computing and Internet of Things 

(IC3IoT), Chennai, India, 2022, pp. 1-6, doi: 

10.1109/IC3IOT53935.2022.9767923. 

[6] Nameni, A. G. Daneshmand and E. E. O. Mahdi, 

"Recommendation Systems in Smart Agriculture: 

Pathway to a well-designed system," 2022 13th 

International Conference on Information and 

Knowledge Technology (IKT), Karaj, Iran, Islamic 

Republic of, 2022, pp. 1-7, doi: 

10.1109/IKT57960.2022.10039028. 

[7] Satish Babu (2013), ‘A Software Model for 

Precision Agriculturefor Small and Marginal 

Farmers’, at the International Centre forFree and 

Open Source Software (ICFOSS) Trivandrum, 

India. 

[8] Anshal Savla, Parul Dhawan, Himtanaya Bhadada, 

NiveditaIsrani, Alisha Mandholia , Sanya Bhardwaj 

(2015), ‘Survey ofclassification algorithms for 

formulating yield prediction accuracyin precision 

agriculture', Innovations in 

Information,Embeddedand Communication systems 

(ICIIECS). 

[9] A.T.M Shakil Ahamed, Navid Tanzeem Mahmood, 

NazmulHossain, Mohammad Tanzir Kabir, Kallal 

Das, Faridur Rahman,Rashedur M Rahman (2015) , 

‘Applying Data Mining Techniquesto Predict 

Annual Yield of Major Crops and Recommend 

PlantingDifferent Crops in Different Districts in 

Bangladesh’ , (SNPD) IEEE/ACIS International 

Conference. 

[10] P. R, D. R and P. A, "Agriculture-based Automation 

with Recommendation Systems based on AI 

Models," 2023 Third International Conference on 

Artificial Intelligence and Smart Energy (ICAIS), 

Coimbatore, India, 2023, pp. 1582-1589, doi: 

10.1109/ICAIS56108.2023.10073768. 

[11] P. Samuel S., K. Malarvizhi, S. Karthik and M. 

Gowri S.G., "Machine Learning and Internet of 

Things based Smart Agriculture," 2020 6th 

International Conference on Advanced Computing 

and Communication Systems (ICACCS), 

Coimbatore, India, 2020, pp. 1101-1106, doi: 

10.1109/ICACCS48705.2020.9074472. 

[12] Pooja K C1, Pooja K P2, Pooja N G3, Dr.A B 

Rajendra, Implementation Paper On Agriculture 

Advisory System,  International Research Journal 

of Engineering and Technology (IRJET) e-ISSN: 

2395-0056 Volume: 09 Issue: 07, PP 1458-

1464,July 2022. 

[13] S. Pudumalar, E. Ramanujam, R. H. Rajashree, C. 

Kavya, T. Kiruthika and J. Nisha, "Crop 

recommendation system for precision 

agriculture," 2016 Eighth International Conference 

on Advanced Computing (ICoAC), Chennai, India, 

2017, pp. 32-36, ,2016. doi: 

10.1109/ICoAC.2017.7951740 

[14] Gupta and P. Jain, “A Map Reduce Hadoop 

Implementation of Random Tree Algorithm based 

on Correlation Feature Selection,” Int. J. Comput. 

Appl., vol. 160, no. 5, pp. 41–44, 2017. 

[15] M. Sunil Kumar, V.  Sundararajan, N. A. Balaji, S. 

Sambhaji Patil, S. Sharma, and D. C. Joy Winnie 

Wise, “Prediction of Heart Attack from Medical 

Records Using Big Data Mining”, Int J Intell Syst 

Appl Eng, vol. 11, no. 4s, pp. 90–99, Feb. 2023. 

[16] M. Pattnaik, M. . Sunil Kumar, S. . Selvakanmani, 

K. M. . Kudale, K. . M., and B. . Girimurugan, 

“Nature-Inspired Optimisation-Based Regression 

Based Regression to Study the Scope of 

Professional Growth in Small and Medium 

Enterprises”, Int J Intell Syst Appl Eng, vol. 11, no. 

4s, pp. 100–108, Feb. 2023. 

[17] M.Sunil Kumar, M. . Kumarasamy, N. B. Madhavi, 

S. . Dhariwal, R.Sampath Kumar, and O. J. 

Oyebode, “Reinforcement Based Concrete 

Modelling in Commercial Buildings Using 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(7s), 153–158 |  158 

Machine Learning Simulations”, Int J Intell Syst 

Appl Eng, vol. 11, no. 4s, pp. 118–126, Feb. 2023. 

[18] Davanam, G., Pavan Kumar, T., & Sunil Kumar, 

M. (2021). Novel Defense Framework for Cross-

layer Attacks in Cognitive Radio Networks. In 

International Conference on Intelligent and Smart 

Computing in Data Analytics (pp. 23-33). Springer, 

Singapore. 

[19] Ganesh, Davanam, Thummala Pavan Kumar, and 

Malchi Sunil Kumar. "Optimised Levenshtein 

centroid cross‐layer defence for multi‐hop cognitive 

radio networks." IET Communications 15.2 (2021): 

245-256. 

[20] Natarajan, V. Anantha, et al. "Segmentation of 

nuclei in histopathology images using fully 

convolutional deep neural architecture." 2020 

International Conference on computing and 

information technology (ICCIT-1441). IEEE, 2020. 

[21] Sreedhar, B., BE, M. S., & Kumar, M. S. (2020, 

October). A comparative study of melanoma skin 

cancer detection in traditional and current image 

processing techniques. In 2020 Fourth International 

Conference on I-SMAC (IoT in Social, Mobile, 

Analytics and Cloud)(I-SMAC) (pp. 654-658). 

IEEE. 

[22] Ganesh, D., Kumar, T. P., & Kumar, M. S. (2021). 

Optimised Levenshtein centroid cross‐layer defence 

for multi‐hop cognitive radio networks. IET 

Communications, 15(2), 245-256. 

[23] Balaji, K., P. Sai Kiran, and M. Sunil Kumar. 

"Resource aware virtual machine placement in IaaS 

cloud using bio-inspired firefly algorithm." Journal 

of Green Engineering 10 (2020): 9315-9327. 

[24] Balaji, K., P. Sai Kiran, and M. Sunil Kumar. 

"Power aware virtual machine placement in IaaS 

cloud using discrete firefly algorithm." Applied 

Nanoscience (2022): 1-9. 

[25] Davanam, G., Kumar, T. P., & Kumar, M. S. 

(2021). Efficient energy management for reducing 

cross layer attacks in cognitive radio networks. 

Journal of Green Engineering, 11, 1412-1426. 

[26] Kumar, M. Sunil, and K. Jyothi Prakash. "Internet 

of things: IETF protocols, algorithms and 

applications." Int. J. Innov. Technol. Explor. Eng 

8.11 (2019): 2853-2857. 

[27] AnanthaNatarajan, V., Kumar, M. S., & 

Tamizhazhagan, V. (2020). Forecasting of Wind 

Power using LSTM Recurrent Neural Network. 

Journal of Green Engineering, 10. 

[28] Rupesh, B., & Kumar, M. S. (2015). Predicting the 

Hard Keyword Queries over Relational Databases. 

International Journal of Applied Engineering 

Research, 10(10), 26629-26640. 

[29] Kumar, M. Sunil, et al. "Automated Extraction of 

Non‐Functional Requirements From Text Files: A 

Supervised Learning Approach." Handbook of 

Intelligent Computing and Optimization for 

Sustainable Development (2022): 149-170. 

[30] Sangamithra, B., Manjunath Swamy, B.E., Sunil 

Kumar, M. (2022). Personalized Ranking 

Mechanism Using Yandex Dataset on Machine 

Learning Approaches. In: Kumar, A., Ghinea, G., 

Merugu, S., Hashimoto, T. (eds) Proceedings of the 

International Conference on Cognitive and 

Intelligent Computing. Cognitive Science and 

Technology. Springer, Singapore. 

https://doi.org/10.1007/978-981-19-2350-0_61 

[31] Burada, S., Swamy, B.E.M., Kumar, M.S. (2022). 

Computer-Aided Diagnosis Mechanism for 

Melanoma Skin Cancer Detection Using Radial 

Basis Function Network. In: Kumar, A., Ghinea, 

G., Merugu, S., Hashimoto, T. (eds) Proceedings of 

the International Conference on Cognitive and 

Intelligent Computing. Cognitive Science and 

Technology. Springer, Singapore. 

https://doi.org/10.1007/978-981-19-2350-0_60 

[32] Kumar, M. S., Ganesh, D., Turukmane, A. V., 

Batta, U., & Sayyadliyakat, K. K. (2022). Deep 

Convolution Neural Network Based solution for 

Detecting Plant Diseases. Journal of Pharmaceutical 

Negative Results, 464-471. 

[33] B Uma Maheswari, S. V. Chiranjeevi, C. Sushama, 

S. Venkataramana, & D Naga Malleswari. (2022). 

Malaria cell detection using deep learning 

techniques and Investigation on efficacy and safety 

of carcia papaya leaf extract on malaria. Journal of 

Pharmaceutical Negative Results, 50–57. 

[34] Manorama Devi, B., Vemuri, S., Chandrashekhar, 

A., C., S., Nandankar, P.V. and Kundu, P. (2022), 

"Impact of COVID-19 pandemic and the diagnosis 

of the virus in the human body", World Journal of 

Engineering, Vol. 19 No. 5, pp. 652-657. 

https://doi.org/10.1108/WJE-03-2021-0157. 

[35] R. Raja, T. Anuradha, S. Majji, T. R. Patnala, C. 

Sushama and D. Kapila, "Global Identification 

Passport: A Unique Cloud based Passport Model," 

2023 5th International Conference on Smart 

Systems and Inventive Technology (ICSSIT), 

Tirunelveli, India, 2023, pp. 801-805, doi: 

10.1109/ICSSIT55814.2023.10061108. 

[36] S. Godala and M. . Sunil Kumar, “Intrusion 

Detection by Stacked Deep Ensemble Model with 

Entropy and Correlation Feature Set”, Int J Intell 

Syst Appl Eng, vol. 11, no. 4s, pp. 07–21, Feb. 

2023.

 

https://doi.org/10.1108/WJE-03-2021-0157

