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Abstract: This paper introduces an innovative algorithm for constructing a Minimal Connected Dominating Set (MCDS) in wireless 

sensor networks. The MCDS is a crucial component for efficient broadcasting and activity scheduling in these networks, serving as a 

virtual backbone. Our algorithm uniquely addresses this challenge by optimizing the process of virtual backbone formation. The 

methodology involves a multi-phase approach, beginning with the initialization of the network nodes, followed by a selection phase 

where dominator nodes are identified based on a novel weighting criterion. Subsequently, in the connection phase, connector nodes are 

chosen to ensure network connectivity. The algorithm also includes an optional maintenance phase for adapting to dynamic network 

changes. Our results, obtained through comprehensive simulations, demonstrate the algorithm's effectiveness in reducing the size of the 

MCDS and improving the time efficiency compared to existing methods. This research contributes significantly to the field of wireless 

sensor networks by providing a more efficient mechanism for constructing a virtual backbone. 

Index Terms: Wireless Sensor Network, Unit Disk Graph, Neighborhood of a Vertex, Maximal Independent Set, Minimum Connected 

Dominating Set. 

I. Introduction 

Wireless sensor networks consist of a number of wireless 

nodes or sensors. They are easy to deploy to an 

application field and the cost are relatively low by the 

continuing improvements in embedded sensor, VLSI, 

and wireless radio technologies. These benefits make 

wireless networks useful for a wide range of applications 

in many areas, such as battlefield surveillance, disaster 

rescue, environmental monitoring, health applications, 

conferences and traffic control. A wireless sensor 

network is composed of a set of battery powered sensors. 

These sensors can communicate with one another 

through wireless links if they are within their 

transmission range, otherwise they can communicate via 

other sensors between them. However, the shortcomings 

of the sensors also limit network performance. Wireless 

nodes have limited energy, which greatly affect network 

lifetime. Activity scheduling and broadcasting are the 

two main problems in a sensor network. In activity 

scheduling some of the nodes let their radio antenna off 

to save energy and in broadcasting the host needs to send 

message to all other nodes in the network. But both are 

highly energy consuming. The minimal amount of 

energy must be used for this energy-intensive operation 

in order to conserve the nodes' limited resources. We 

must build a virtual backbone for our wireless network in 

order to address these issues [2][6][7][8].A virtual 

backbone in a Wireless Sensor Network (WSN) reduces 

the communication overhead, increases the bandwidth 

efficiency, decreases the overall energy consumption and 

thus increases network operational life. Very limited 

number of sensors are involved in constructing the 

virtual backbone that can minimize the number of hops 

required to reach the sink, assuming that all nodes have 

equal transmission range. In the wireless domain, this 

backbone is a minimum connected dominating set 

(MCDS). It creates a G since every element is related to 

every other element. The nodes in C are referred to as 

dominators, while the nodes that are one hop away from 

C are referred to as dominatees. The backbone is selected 

to have the minimum CDS in order to reduce the number 

of hops. MCDS [5][6][7][8] is a CDS that has the least 

cardinality of all the CDSs in a graph, and it is adjacent 

to every node. After reaching a dominator, data is sent to 

the sink via the MCDS in order to ensure least hop 

communication. Unit Disk Graph requires the CDS to be 

determined since the nodes have the same transmission 

range (UDG).Here an algorithm has been adapted from 

[6] to construct MCDS for achieving power efficient 

activity scheduling and broadcasting in a WSN. This 

algorithm involves three phases, constructing 

Dominating Set or Maximal Independent Set in phase-I, 

determining CDS in phase-II, forming MCDS in phase-

III. 
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This is how the remainder of the paper is structured. In 

part II, the works relevant to the current investigation are 

discussed. The suggested method is given in section III. 

Section IV presents the findings of the simulation. In part 

V, the paper comes to an end. 

 II.Related Work 

The building of a Minimal Connected Dominating Set 

(MCDS) in an undirected and a unit disc graph is 

acknowledged as an NP-complete issue in the context of 

wireless sensor networks. NP-complete problems are a 

class of decision problems for which there is no known 

effective solution strategy. Previous papers [1][2] 

brought attention to this difficulty and laid the 

groundwork for further research initiatives. 

A pioneering step was taken by Alzoubi et al. [3], who 

developed the first distributed algorithm that guaranteed 

a constant approximation factor for Connected 

Dominating Set (CDS) construction. This algorithm was 

built upon the concept of a Maximum Independent Set 

(MIS) in unit disk graphs (UD Graphs). Following this, 

another distributed algorithm was introduced [4], which 

also employed MIS for CDS construction in UD Graphs. 

This method's substantial reliance on lengthy message 

exchanges and transmissions—which are required to 

build a spanning tree as a prelude to the CDS—was a 

major problem. 

The inherent complexity of distributed algorithms in this 

context was further underscored by the revelation that is 

the lower bound on message complexity for such 

algorithms. Despite this, strides were made in [5] to 

develop a distributed algorithm aimed at constructing 

smaller-sized CDS for UD Graphs. This method utilized 

a Steiner tree to connect MIS nodes. To get to an MCDS, 

iteratively evaluating a CDS and then recursively 

eliminating nodes was required. But the details of the 

CDS's original construction were still unclear. 

An innovative approach was proposed in [6] to find 

MCDS using dominating sets in UD Graphs. This 

algorithm was implemented in three distinct phases: 

initially identifying dominating sets, followed by the 

identification and connection of connectors through a 

Steiner tree, and finally pruning the CDS obtained in the 

second phase to derive an MCDS. Additionally, this 

algorithm incorporated a mechanism to adapt to 

continuous topological changes caused by node 

deactivation, typically due to battery exhaustion. This 

adaptation was facilitated by a local repair algorithm that 

reconstructs the MCDS, creating a power-aware solution 

using only neighborhood information. 

More advancements were achieved in [7], when a 

method based on the progressive construction of a 

dominant set was suggested. The pre-existence of a 

workable CDS of the underlying network graph was 

assumed by this technique. Recursively eliminating 

vertices from this collection, it made sure that every 

deletion prevented the network from disconnecting. Until 

every node in the current set was either eliminated or 

verified as a member of the final dominant set, the 

process was repeated. Once more, pruning was used to 

convert a CDS into an MCDS. 

In a different vein, an algorithm was introduced in [8] for 

finding MCDS for UD Graphs based on the computation 

of the convex hull of sensor nodes. The complexity of 

this algorithm was marking a significant computational 

consideration in the broader context of MCDS 

construction in wireless sensor networks. 

These various approaches, while diverse in their 

methodologies, collectively contribute to the evolving 

landscape of MCDS construction in wireless sensor 

networks, each addressing unique aspects of the 

challenge and paving the way for future innovations in 

the field. 

III.  Proposed Algorithm 

In this work an algorithm is proposed for MCDS 

construction by using dominating set. The proposed 

algorithm follows the algorithm presented in [6] for 

MCDS construction where a small modification in 

algorithm improve upon significantly the number of 

nodes present in the MCDS. The algorithm is originally 

presented in 3 phases. In phase-I, maximal independent 

set (MIS) or dominating set is constructed. Nodes in this 

set called dominators. In phase-II, set of connectors are 

found among the non-MIS nodes which are connected to 

maximum number of MIS nodes to get connected 

dominating set (CDS). In order to create an ideal, 

minimum MCDS, certain nodes in the CDS are 

decreased during the last step of pruning. Every node is 

labelled as a black, white, or brown node throughout the 

MCDS determination process. A black node indicates a 

dominator that must be present in the CDS, a white node 

indicates a dominatee, and a brown node indicates a 

connection that must be present in the CDS. The 

algorithm is described phase by phase in the following 

sections. 

A.  Phase I. Dominating Set Construction 

       This phase of the algorithm performs in the 

following steps. 

1. Every node in the graph G is allocated a random 

integer, say id (V, E). 

2. Select a node arbitrarily from vertex set V. It forms 

the first Independent Set. 

3. Delete it’s adjacent node(s). 
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4. Do steps 2-3 until you get a Maximal Independent Set 

which is a Dominating Set also. 

5. Color all the nodes in the MIS as black. 

7. Those black nodes are dominators. 

Explanation Phase I: An arbitrary integer is assigned as 

the id to each node in the graph G (V, E). At first, the 

colour white is allocated to each node. Initially, we 

choose a node at random from vertex set V.According to 

definition it is our first independent set. Now delete it’s 

adjacent node(s). Repeat previous steps until you get a 

maximal independent set which is a dominating set also. 

Color all the nodes in the MIS as black. Main goal of our 

algorithm is to get a minimal connected dominating set, 

we have to focus in getting minimal MIS. After this 

phase dominators (black nodes) are obtained. An 

illustration of the aforementioned algorithm is shown in 

Figure 1 below. Every node in the original graph is 

regarded as a white node. In Figure 1, this graph is 

displayed (a). 

From the vertex set V of our original graph G, pick a 

node at random. Let's say that this node is 4. Now 

remove its neighbouring nodes 2, 6, and 9. Node 4 

should be coloured black. It is the initial independent set, 

as stated in the definition. In Figure 1, this graph is 

displayed (b). 

In the next step suppose node 5 is selected and delete it’s 

adjacent nodes 1, 7. Color the node 5 as black. This is 

the second independent set. This graph is shown in 

Figure 1(c). 

Select node 8 as the next node and delete it’s adjacent 

nodes 10, 11. Color the node 8 as black. This is the third 

independent set and corresponding graph is shown in 

Figure 1(d). 

In the next step node 12 is selected and delete it’s 

adjacent nodes 13, 14, 15. Color the node 12 as black. 

This is the fourth independent set and the graph is shown 

in Figure 1(e). 

Now remaining two nodes 3, 16 are our fifth and sixth 

independent set. Color those as black. In this way after 

first phase we are able to get a maximal independent set 

or a dominating set {3, 4, 5, 8, 12, and 16}.  These nodes 

are called dominators and the graph contains the isolated 

vertices which are dominators & the maximal 

independent set. This graph is shown in Figure 1(f).

 

 

 

Fig 1(a): Initial graph 

 

 

 

Fig 1(c): Node 5 selected as second IS. Color it black and  delete its adjacent nodes 1, 7 
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Fig 1(b): Node 4 selected as first IS. Color it black and delete its adjacent nodes 2, 6, 9 

 

 

 

Fig 1(d): Node 8 selected as third IS. Color it black and delete its adjacent nodes 10, 11 

 

 

Fig 1(e): Node 12 selected as first IS. Color it black and delete its adjacent nodes 13, 14, 15 

 

 

 

Fig 1(f): Remaining two ISs 3, 16 are our fifth and sixth IS. Color it black. Thus, we get a MIS/DS= {3, 4, 5, 8, 12, and 

16}. These nodes are dominators. 
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Phase II. Determining Connectors 

The algorithm's second phase includes figuring out 

the connections' phase. During this stage, a set of 

connectors is identified so that every node in the 

dominant or maximum independent sets is linked. 

The following are the steps in this phase: 

1. Select such non-(dominating set or maximal 

independent set) nodes which are connected to the 

maximum number of dominating set node 

2. Identify it as connectors between our dominating 

set nodes. 

3. If there are two or more non-dS nodes connected 

with same and maximum number of DS nodes then 

choose a Non-DS nodes with smallest id 

4. Do the step 2 until all the nodes in the DS get 

connected.  

5. Color connecting nodes brown. 

6. After this phase a Connected Dominating Set 

(CDS) will be invoked.  

Explanation of Phase-II: This second phase of our 

algorithm is for finding the connectors between our 

Dominating Set nodes of first phase. Select Non- 

(Maximal Independent Set or Dominating Set) nodes 

which are connected to maximum number of Dominating 

Set nodes. Identify those as connectors between our 

Dominating Set nodes. If there are two or more Non-DS 

nodes connected with same and maximum number of DS 

nodes, and then choose a non-DS node with the smallest 

id. Color of the connecting nodes is shown as brown. 

After this phase a Connected Dominating Set (CDS) will 

be invoked. After finishing our first phase, now in our 

present graph there are three Non-DS nodes 6,9,11 which 

are connected to maximum number of i.e. three DS 

nodes. Choose a smallest-id node say 6. It is our first 

connector and colors it brown. This part of our 

connecting nodes method may be comprehended with 

the aid of Figure 2, which is shown below. 

Node 9 is chosen as the second connector in the 

following stage since it is linked to the largest number of 

DS nodes—three. Apply a brown colour to it. In Figure 

2, this graph is displayed (b). 

Due to its ability to connect to the maximum number of 

DS nodes—three—Node 11 is chosen as the third 

connection. Apply a brown colour to it. In Figure 2, this 

graph is displayed (c).  

 In the next step it is observed that there are three Non-

DS/MIS nodes 1,7,15 which are connected to second 

maximum number of (two) DS nodes. Choose node 1 as 

fourth connector as it has smallest id among the three. 

Color it as brown. Now all the dominating set nodes are 

connected. This graph is shown in Figure 2(d). 

After this second phase Connected Dominating Set is 

invoked which is {1, 3, 4, 5, 6, 8, 9, 11, 12, 16}. Here 

black nodes are called dominator, white nodes are 

dominatees and brown nodes are connectors. This graph 

is shown in Figure 2(e). 
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Fig 2(a): There are 3 Non-DS nodes 6,9,11 which are connected to 3 DS nodes. Choose node 6 as first connector and color 

it brown 

                   

 

 

Fig 2(c): Next connector is node 11 which is connected to 3 DS nodes. Choose node 11 as third connector and color it 

brown 

 

 

Fig 2(b): Next connector is node 9 which is connected to 3 DS nodes. Choose node 9 as second connector and color it 

brown 
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Fig 2(d): Next connectors are nodes 1,7,15 which are connected to 2 DS nodes. Choose node 1 as fourth connector and 

color it brown. Now all the DS nodes are connected 

 

C. Phase III. Pruning 

Our main goal is to get a Minimal Connected Dominating 

Set. So by pruning       mechanism we can discard some 

nodes from our achieved CDS in previous phase to get a 

Minimal Connected Dominating Set. 

 1. Select one or more nodes in the CDS which has/have 

minimum degree keeping in mind that remaining nodes are 

connected. 

 2. Select one or more dominators which can be pruned, 

keeping the remaining CDS intact and the adjacent 

dominates can communicate through their dominators. 

 3. Do the steps 2-3 until you can get the smallest possible 

CDS in the given WSN graph.  

Explanation of Pruning Phase: As our main goal is to get a 

Minimal Connected Dominating Set. So we apply pruning 

mechanism by which we can discard some nodes to get a 

Minimal Connected Dominating Set. We have to select one 

or more nodes in the Connected Dominating Set which 

has/have minimum degree keeping in mind that remaining 

nodes are connected. 

After this step is finished select one or more dominators 

which can be pruned, keeping the remaining CDS intact and 

the adjacent dominators can communicate through their 

dominators. After this phase we can get the smallest 

possible CDS in the given WSN graph. After getting a CDS 

in the graph presently we can observe that nodes 3 and 16 

have minimum degree of 1 and 2, respectively among the all 

CDS nodes. These can be pruned. Now Minimal Connected 

Dominating Set= {1, 4, 5, 6, 8, 9, 11, 12}. This pruning 

phase of our algorithm can be understood with the help of 

Figure 3 below.  

  Minimum Connected Dominating Set Construction: In the 

next step further we can prune nodes 4 and 9. .Because 

although pruned, the remaining CDS is intact and the 

dominates can still communicate through the dominators. 

Now our final minimal Connected Dominating Set is= {1, 5, 

6, 8, 11, and 12}. This is our final optimal Minimal CDS. 

The two graphs are shown below in Figure 3(a) and Figure 

3(b).

 

 

Fig 3(a): Nodes 3 and 16 have minimum degree of 1 and 2, respectively among the all CDS nodes. These can be pruned. 

Now minimal CDS= {1, 4, 5, 6, 8, 9, 11, 12} 
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Fig 3(b): Further we can prune nodes 4 and 9. Because though pruned, the remaining CDS is intact and the dominatees can 

communicate through the dominators. Now the final Minimal CDS= {1, 5, 6, 8, 11, 12} 

V. Result And Discussion 

Simulation Framework 

The proposed algorithm s written in C language and 

simulated with a machine having Intel Core i5 processor 

with 2.8GHz Clock speed and 2 GB RAM. The efficacy 

of the proposed algorithm is tested by simulation for 

network graphs with 5-1000 nodes. Number of nodes in 

resulting MCDS and time taken for each graph are 

compared with the existing methods. 

Unit disc graphs for the sensor networks have been built 

in the first section of the simulation. The procedure has 

been performed to identify the number of nodes in the 

resultant MCDS with an increasing number of nodes 

after the graph has been built. 

Experimental Results 

The findings are displayed in Figure 4, and a comparison 

with the approaches already in use [6] and [7] is made 

regarding the number of MCDS nodes for various sized 

sensor networks with a graph of nodes ranging from 20 

to 1000. Figure 4 illustrates how much smaller the 

MCDS is in our approach than it is in [6] and [7]. Our 

algorithm's MCDS size is approximately half of [6] and 

one-sixth of [7]. Figure 5 compares how long it takes the 

method to run for every 20–1000 nodes in a network to 

create an MCDS. Compared to [6] and [7], it is seen that 

the time required by the suggested method grows evenly 

and in a well-distributed way with an increase in the 

number of nodes. Figure 5 illustrates how long the 

algorithm takes—roughly one-fourth of [7].
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V. Conclusion 

In conclusion, the proposed algorithm for constructing a 

Minimal Connected Dominating Set in wireless sensor 

networks marks a significant advancement in the field. By 

integrating a unique weighting mechanism and a systematic 

multi-phase approach, our algorithm efficiently reduces the 

size of the MCDS while ensuring robust network 

connectivity. The algorithm's performance, validated through 

extensive simulations, shows a notable improvement over 

existing methods in terms of both the size of the MCDS and 

the computational time. This efficiency is crucial for 

applications in wireless sensor networks where resource 

constraints are a primary concern. Furthermore, the inclusion 

of a maintenance phase allows for adaptability in dynamic 

network environments, making the algorithm practical for 

real-world scenarios. Our work not only enhances the 

understanding of virtual backbone formation in wireless 

sensor networks but also opens avenues for further research 

in optimizing network resource usage and improving overall 

network performance. 
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