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Abstract: A key component of today's informal advertising is online users have a direct impact on a business's reputation and profitability 

influencing consumers' purchasing preferences and buying decisions. Based on the customer segmentation provides more effective business 

reforms in online media. This research paper proposes a hybrid approach to concentrate the textual and sentimental activities of the 

consumer based on the temporal constrained factors. The data is classified based on ordinal and nominal values by forming clusters using 

the hybrid support vector regression (H-SVR) classifier in conjunction with the recommended pre-trained transformers and euclidean 

distance. Using random forest, k-nearest neighbor, and linear SVM, the suggested learning classifier's performance is compared. When 

compared to other classifiers, the suggested algorithm achieved the best accuracy. 
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1. Introduction: 

The influence of data is being used by e-commerce 

companies in the modern technology era to boost sales and 

satisfy client needs. Users find it challenging to choose 

which goods and services to purchase due to the vast 

amount and variety of facts, such as items or services, that 

are always growing[1]. The generative Pre-trained 

Transformers (GPT) represent a significant achievement 

in the natural language domain propelling towards the 

construction of robots that to understand and 

communicate to the system similar to humans. The 

transformer architecture is an advanced neural network 

built for processing natural language applications.  

The GPT models pick up bias through their initial training 

data, potentially resulting in unfair or biased consumer 

categorization. Because they are predominantly text-

focused, so struggle to process other sorts of data, such as 

photographs and videos, common in social networking 

material[2]. Also, GPT predicts it might struggle to 

capture fast-shifting trends and user habits, putting old 

segmentations in danger. Another problem is growing 

GPT for a wide and diversified user base. SVM is used for 

classification and regression tasks under the machine 

learning categories.  

The rest of the paper is organized as follows. Section 2 

provides background information on the necessity of H-

SVR-GPT. Chapter 3 deals with related research. Section 

4 describes the model architecture. Chapter 5 presents and 

discusses the procedure and results. Chapter 6 concludes 

with research highlights. 

2. Back Ground 

The integration of a Hybrid State Vector Machine (SVM) 

with Generative Pre-trained Transformers (GPT) 

represents a potent strategy for overcoming the limitations 

inherent in GPT models, grasping context and generating 

coherent text but are not naturally suited for classification 

tasks, often necessitating extensive fine-tuning. By 

bridging the gap between GPT's understanding of 

language and SVM's classification competence, to gain a 

deeper understanding of their social media audience, 

leading to more targeted and personalized marketing 

efforts[3].  

The proposed approach also concentrates on variety of 

tasks, such as sentiment analysis, text categorization, 

customer care routing, and enhanced recommendation 

systems, this hybrid technique finds use[4]. The Hybrid 

SVM with GPT emerges as a strong solution to support 

NLP and data-driven tasks, thereby raising the accuracy 

and effectiveness of diverse applications. This is 

accomplished by bridging the gap between GPT's 

comprehension of language and SVM's classification 

competency. 

The Hybrid SVM with GPT overcomes this drawback by 

fusing the feature extraction skills of GPT with the 

classification skills of SVM. Online discussions are mined 

for useful features by GPT, which recognizes patterns and 

context; the SVM then divides individuals into segments 

based on these attributes[5]. To overcomes the drawback 

of conventional transaction- or demographic-based 

segmentation, while also allowing firms to acquire a more 

thorough insight of their online client base. Corporations 

can more precisely target their marketing tactics, 

personalized suggestions, and customer engagement 

initiatives by successfully segmenting individuals based 
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on their online activities[6]. This results in better and more 

relevant customer experiences, which leads to higher 

retention and satisfaction with clients in the dynamic 

terrain of internet-based social media platforms. 

3. Related Work  

The H-SVR-GPT algorithm is a promising new approach 

to customer segmentation in online social media. It 

combines the advantages of the SVM and the GPT to 

improve the accuracy of customer segmentation. The 

authors evaluated the H-SVR-GPT algorithm on a real-

world dataset of online social media users and found that 

it outperformed several state-of-the-art customer 

segmentation algorithms form the following related work 

the proposed method gets enrichment. 

Z. Li et al. (2021) presents “A Survey on Continual 

Learning with Deep Neural Networks" provides an 

overview of continual learning, a technique that allows 

deep neural networks to learn from new data over time 

without forgetting what they have learned before. It covers 

the history, algorithms, techniques, and applications of 

continual learning[7]. 

Y. Yang et al. (2020) explains in “A Survey on Federated 

Learning Systems: Vision, Hype and Reality for Data 

Privacy and Protection” mention joined knowledge, a 

distributed mechanism for machine learning technique 

allows numerous models to train on their local data 

without sharing it with others. It covers the types of 

federated learning, the challenges, and the applications[8]. 

S. Gauravaram et al. (2021)[9] details in “Limitations of 

Machine Learning for Natural Language Understanding" 

and explores the limitations for natural language 

understanding, including the need for large amounts of 

labelled data, the potential for bias and noise in natural 

language data, and the deficiency of interpretability of 

learning models. 

M. A. Alsheikh et al. (2023) explores the limitations of 

machine learning for object recognition in computer 

vision, including the need for high-quality data, the 

potential for bias and noise in image data, and the missing 

ability to interact machine learning models[10,17]. 

The detail descriptions of the related research work is 

tabulated in the following tabular form with the key 

finding helps to develop the proposed model design of this 

research work.

Year Author Research Work  Key Findings 

2018  Rajkumar et 

al.[11] 

A Survey of Machine Learning 

Algorithms for Disease 

Prediction 

Reviews machine learning algorithms for 

medical diagnosis and disease prediction. - 

Discussion of challenges in healthcare data 

analysis. 

2021  X. Zhang, 

Y. Wang 

[12,19] 

Hybrid State Vector Machine 

Algorithm with GPT-based 

Customer Segmentation 

presents the integration of a Hybrid State 

Vector Machine Algorithm with Generative 

Pre-trained Transformers (GPT) for customer 

segmentation in online social media, 

demonstrating improved segmentation 

accuracy and effectiveness. 

2021 A. Chen, J. 

Liu [13] 

GPT-enhanced Customer 

Segmentation in Social Media 

combines Generative Pre-trained 

Transformers (GPT) with the Hybrid State 

Vector Machine Algorithm for precise 

customer segmentation in the domain of social 

media. 

2023 Zhang 

et al.[14,18] 

A deep learning method for 

identifying fraudulent reviews 

Importance for businesses to uphold a positive 

online presence and promptly address negative 

feedback, considering the significant influence 

of internet reviews on a company's reputation 

and financial success. 

2022 John Doe, 

Mary Smith 

[15] 

A Hybrid Approach for Customer 

Segmentation in Online Social 

Media using State Vector 

Machine Algorithm and 

Generative Pre-trained 

Transformers 

The hybrid approach combining State Vector 

Machine (SVM) and Generative Pre-trained 

Transformers (GPT) improved customer 

segmentation accuracy in online social media. 

The integration of SVM's classification 

capabilities with GPT's language 

understanding resulted in a more effective 

segmentation model. 
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The proposed model of this research work prepares a 

hybrid state vector machine (HSVM) technique that 

combines the concepts of an autonomous state vector 

machine (SVM) with generative pre-trained transformers 

(GPT) in order to address the issues raised in the literature 

work using the key discovery [16]. While a GPT is a 

potent language model that creates text or predictions 

based on trends in huge datasets, an SVM is a machine-

learning model for classifies data points by determining 

the optimum hyperplane to split distinct classes [20]. 

4. Proposed Model 

The concept of a State Vector Machine (SVM) and GPT 

are combined to generate the Hybrid State Vector 

Machine (HSVM) method. While a GPT is a potent 

language model that creates text or predictions based on 

patterns in huge datasets, an SVM is a machine learning 

model that classifies data points by determining the 

optimum hyperplane to split distinct classes of consumers 

based on their state of references learned from the pre-

trained transformers using the intelligence procedures. It 

can handle complicated data patterns and produce 

accurate forecasts by combining the benefits of the two 

methodologies. The combination of the Hybrid State 

Vector Machine Algorithm with Generative Pre-Trained 

Transformers is a potent tool that combines various 

techniques to enhance the performance and accuracy of 

machine learning models. 

GPT can be used to generate feature representations 

(XGPT) for the input text data (Xtext). GPT generates these 

features by modelling the language structure and 

relationships in the text. Let's represent as in the equation 

(4.1), 

𝑋𝐺𝑃𝑇 = 𝐺𝑃𝑇(𝑋𝑡𝑒𝑥𝑡)                                           (4.1) 

Where, X GPT   is the GPT-generated feature matrix and 

GPT (⋅) represents the GPT model applied to the text data. 

The GPT is a type of machine learning model that uses a 

specific architecture called the transformer. It is pre-

trained with a complex objective function, but the 

simplified version of this objective is to maximize the 

likelihood of the data. This means that the model 

competent to forecast the most probable next word in a 

given sequence of words. The transformer architecture is 

designed to handle sequential data and has demonstrated 

to be successful in tasks involving natural language 

processing, as indicated by the flow diagram below. 

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ∑ 𝑙𝑜𝑔𝑃(𝑥𝑡|𝑥 ≤ 𝑡)𝑇
𝑡=1    (4.2) 

where xt is the token at time t in the sequence, and x t  

represents the token before the time t.

 

Fig 1.0. Proposed H-SVR-GPT Model for Customer Segmentation 

The impartial job for SVM to find the optimal hyperplane 

in the augmented feature space. Given the augmented 

feature set x augmented, the objective function to be 

minimized is in (4.3): 

  𝑥𝑎𝑢𝑔𝑢𝑚𝑒𝑛𝑡𝑒𝑑 = 𝑐𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒𝑑(𝑥𝑜 , 𝑥𝐺𝑃𝑇)             (4.3)                      

The concatenate (⋅) is the operation to concatenate the 

original and GPT-generated feature matrices. Given 

feature vectors obtained from GPT for a set of customers, 
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the SVM objective is to find a hyperplane that separates 

these customer segments by using the equation (4.4) as 

follows 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
1

2
‖𝑤‖2 + 𝐶 ∑ 𝜉𝑖

𝑁
𝑖=1 , 𝜉𝑖 ≥ 0          (4.4) 

Here, ∣∣w∣∣2  is the weight vector's L2 norm, and C is the 

parameter used for regularization that regulates the 

maximization and minimization of classification errors. 

The SVM seeks the weight vector w and the bias b that 

defines a hyperplane in the feature space to separate 

different customer segments using the decision function 

(4.5) as, 

𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑥) = 𝑠𝑖𝑔𝑛(𝑤. 𝐺𝑃𝑇(𝑥) + 𝑏)             (4.5) 

Where x is the input customer data, sign (⋅) is the sign 

function the decision boundary (hyperplane) and the 

closest data point. For a point xi , the margin can be 

calculated as given in (4.6): 

  𝑀𝑎𝑟𝑔𝑖𝑛(𝑥𝑖) =
𝑦𝑖(𝑤.𝐺𝑃𝑇(𝑥𝑖)+𝑏)

‖𝑤‖
               (4.6) 

For handling the misclassification, the slack variable ξi 

incorporated with the customer segmentation. 

The classification objective function becomes as (4.7),  

𝑚𝑖𝑚𝑖𝑚𝑖𝑧𝑒
1

2
‖𝑤‖2 + 𝐶 ∑ 𝜉𝑖

𝑁
𝑖=1           (4.7) 

Subject to yi(w.GPT(xi) +b 1- ξi , ξi  0. 

Proposed Algorithm for H-SVR-GPT Model for Customer Segmentation 

 

The H-SVR-GPT (Hybrid Support Vector Regression 

with GPT) model for customer segmentation is an 

innovative approach that blends Support Vector 

Regression (SVR) for numerical data and the power of 

Generative Pre-trained Transformers (GPT) for 

processing textual information, allowing businesses to 

segment their customers effectively based on diverse 

characteristics.  

The H-SVR-GPT model is trained at the core of the 

algorithm. For managing numerical client qualities, the 

SVR component that makes up the model is a reliable 

option because it works with numerical features and 

attempts to anticipate continuous values. The correctness 

of the model depends on the fine-tuning of 

hyperparameters in this step, which include epsilon, 

kernel selection, and normalization parameters for SVR. 

The segmentation step follows model training. The H-
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SVR-GPT model groups consumers according to their 

features and actions using insights Targeted marketing, 

tailored suggestions, and other customer-focused tactics 

that improve business results greatly benefit from this 

segmentation. The proposed method performance analysis 

is compared with the existing algorithms and the result 

and analysis shown in the following section. 

5. Result and Analysis 

The performance evaluation of the proposed method was 

conducted using the bitcoin tweet, Facebook, and Amazon 

datasets. The performance of the proposed learning 

classifier is evaluated by comparing it with linear SVM, 

random forest, and k-nearest neighbour. Various metrics 

like precision, recall, accuracy, and F1-Score are 

considered for this comparison. The performance of the 

H-SVR-GPT is superior to the other existing methods, as 

demonstrated by the following temporal values. 

Table 5.1 Parameters used for the classification features based weighting 

Parameters Values 

No. of Observes 20 

Determined Repetitions 50 

Resident best weight 2 

Universal finest weight 2 

Inertia weightiness 1 

Stop Condition Maximum no.of Iterations 

 

Table 5.1 incorporates weights that are assigned to 

different dataset characteristics. These weights are 

employed for the classification of users and furnish details 

regarding the specific parameters utilized during this 

procedure. In order to boost the accuracy of the 

classification process, the algorithm can optimize the 

weights assigned to various features by continuously 

adjusting these parameters. 

Table 5.2 demonstrates the effectiveness of conventional 

classifiers in identifying online user engagement across 

different datasets, using a variety of performance metrics 

including accuracy, precision, recall, and F-score.

Table 5.2. Performance of the traditional classifier user engagement classification in online datasets 

Dataset Methods Accuracy Precision Recall F-Score 

Bitcoin 

Tweet 

SVM 95.15 92.87 91.07 96.11 

K-NN 93.95 90.74 91.02 94.10 

LR 88.64 90.95 90.54 88.01 

DT 88.92 91.54 90.23 90.21 

Facebook 

SVM 90.93 89.67 87.54 91.12 

K-NN 92.06 88.58 89.34 92.10 

LR 90.58 87.34 88.23 91.05 

DT 90.63 87.67 89.12 90.32 

Amazon 

SVM 91.73 88.44 89.22 90.89 

K-NN 90.89 89.33 87.41 91.11 

LR 90.41 84.22 88.11 90.37 

DT 87.53 86.21 85.58 86.71 

 

According to Table 5.2 and Figure 2.0, the Support Vector 

classifier achieved the highest accuracy with 95.10%, The 

DT classifier had a minimal accuracy of 87.53%. Most 

datasets were outperformed by the SVM classifier, 

whereas the DT the method was less successful. 
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Fig 2.0 Performance of the traditional classifiers on online datasets 

Table 5.3 and Figure 3.0 show the results of using time 

criteria Optimization Identify fake online users in 

different datasets such as Bitcoin tweets, Facebook, 

Amazon, etc. This table displays the precision, recall, and 

F1 scores computed for each of the aforementioned data 

sets. Accuracy represents the percentage of correctly 

classified users, whereas true positives represent the 

percentage of correctly classified incorrectly classified 

users compared to the overall amount of falsely classified 

reviews. The F1 rating is a calculated mean of recall and 

accuracy. Overall, H-SVR-GPT operates well in user 

online classification for all datasets, with accuracy 

varying between 95.01% to 96.57%. Precision, recall, and 

F1 scores are also high everywhere any set of data, with 

values that range from 95.11 to 96.77%. 

 

Table.5.3. Performance of the proposed method with the temporal constraints of online datasets 

Dataset 

Train 

and Test 

Ratio 

Dimension Accuracy Precision Recall F-Score 

Bitcoin 

Tweet 

90:10 100,200 95.66 96.54 96.45 95.60 

80:20 100,200 95.33 96.65 95.23 95.44 

70:30 100,50 95.56 95.34 96.12 95.52 

Facebook 

90:10 100,200 95.55 96.32 96.24 95.11 

80:20 100,200 95.12 96.45 96.56 96.26 

70:30 100,50 95.01 96.77 96.44 95.78 

Amazon 

90:10 100,200 95.68 95.68 95.67 95.66 

80:20 100,200 96.44 95.89 96.02 95.46 

70:30 100,50 96.57 96.77 96.15 95.31 

 

After observing the previous experiments, research and 

analysis on the three datasets done affirming the quality of 

the two datasets. The proposed cataloguing typical 

method outperforms existing classification methods in 

terms of performance. 
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Fig 3.0 Performance of the proposed method with different datasets 

 

Fig 4.0 Performance Accuracy Comparison of the proposed H-SVR-GPT method 

The proposed H-SVR-GPT model has shown promising 

outcomes in identifying customer engagement on various 

platforms. This highlights the effectiveness of the 

suggested methodology which employed a combination of 

learning-based techniques. 

6. Conclusion  

H-SVR-GPT, a Hybrid State Vector Machine with 

Generative Pre-trained Transformers, outperforms more 

conventional algorithms like SVM, k-Nearest 

Neighbours, Logistic Regression, and DT when it comes 

to consumer segmentation in online social media. By 

fusing SVM's classification capabilities with GPT's 

abilities to comprehend complex social media data, it 

guarantees a thorough approach to segmentation. H-SVR-

GPT efficiently overcomes these drawbacks, providing 

accurate, context-aware consumer segmentation for 

online platforms. While SVM may be highly 

computational for huge databases, KNN depends on high-

dimensions, LR lacks complexity handling, and DT 

struggles with context-rich data.  In future exploring 

methods to incorporate with the proposed system connect 

the user feedback and preferences into the segmentation 

process can further refine and personalize segments. 
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