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Abstract: Wireless Sensor Network (WSN) plays an important role in identifying, monitoring, and securing scalable networks along the 

Internet of communication all over the world in a cloud environment. Integrating the cloud manages transmission and data control 

securely to make an effort using energy efficient techniques by various machine learning techniques. The anomalies take part due to 

malfunction of WSN nodes, leads an inappropriate activity to unsecure the communication. Identifying the anomalies is a big problem 

based on the feature dimension and behavioural analysis in the communication medium. Most of the prevailing techniques failed to 

analyze the anomaly properties and behavior response features, leading to increasing feature dimension to produce low-level detection 

accuracy, precision, and recall rate f1 score, with more false rates and time complexity. To resolve this problem, to propose an Optimistic 

Ensemble Federated Learning (OEFL) Based on Spread Spectral Support Vector Feature Selection (Ss-SSVFS) with Multi Perceptron 

Neural Network (MPNN) for anomaly detection in a cloud Environment. Initially, the preprocessing is carried out by min-max 

normalization techniques to make the affine transformation to reduce the unleased values in the dataset. The Spread spectral support 

vector feature selection (Ss-SCVFA) is applied to select the features by screening the Support Vector Machine (SVM) class spread with 

Decision Tree Neural Unit (DTNN) to form feature patterns. The patterns are ranked by ordered class depending on the outlier forming 

anomaly weight factor to choose the feature limits to reduce the dimension. The feature patterns are trained with a Perceptron Neural 

Network (MPNN) to identify the behavioral properties into class by reference. The proposed system achieves high performance in 

identifying the anomalies effectively with a high precision rate, recall rate, and f1-score with a low false rate, and redundant time 

complexity. Compared to the prevailing techniques, the identification accuracy is at a high level by attaining the accuracy level. 

Keywords: Ensemble federated learning, Support vector, feature selection and classification, neural network, anomaly detection. 

1. Introduction 

In the cloud context, WSNs are critical for locating, 

tracking, and safeguarding scalable networks throughout 

the global internet of communication. Through cloud 

integration, transmission and data control are securely 

managed, enabling various machine learning approaches to 

be applied in an effort to use energy-efficient strategies. 

Anomalies resulting from WSN node malfunctions cause 

inappropriate activities that compromise communication 

security. The main issue is recognizing the anomalies using 

behavioral analysis in communication media and feature 

dimension. 

 

Fig.1 Anomaly detection formation 

Discuss the figure. 1 lead to an anomaly detection 

formation architecture, where w1,w2,w3,w4,w5 are the 

wireless sensor nodes and, BS is the base station, the BS 

interface with wireless sensor networks, and BS interfaces 
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with a cloud server, and cloud interface with the Internet. 

Anomaly detection formation architecture: w1, w2, w3, 

w4, w5 are wireless sensor nodes, BS is the base station, 

BS interfaces with wireless sensor networks, BS interfaces 

with a cloud server, and the cloud interfaces with the 

Internet. On the other side, WSNs interface with the cloud 

and internet way through communications. 

Provide a Bloom filter-based, fine-grained access control 

policy that confirms the character of approved clients 

while safeguarding their data. Moreover, in a re-

appropriated climate, edge processing is coordinated into 

engineering as opposed to distributed computing to 

diminish reaction time among servers and clients. All in 

all, we show that the proposed secure AD gets the ID of 

anomalies in recordings while keeping up with the 

protection of the connected information. Moreover,  our 

AD system's viability and security are shown by the 

reenactment results [1]. The highly unequal distribution of 

train traffic data is no longer a problem for our approach, 

which dynamically establishes a prediction error threshold 

to identify anomalies instead of depending on sparse 

anomaly labels. To assess performance, we conducted in-

depth trials in a real metro operational setting. The findings 

of the experiment show that the suggested strategy is more 

successful than the current anomaly detection techniques 

and performs better overall [2]. 

2. Related Work  

Our experiences are condensed into widely used cloud 

architecture patterns, such as service mesh topologies and 

load balancing. In complicated settings, autoencoders can 

identify abnormalities in the load balancer's behavior; 

LSTMs can infer an element of randomness from the 

processes they examine, and GNNs can take advantage of 

the extra topology-related data found in the service meshes 

[3].  

Give a fast SDN-guarded arrangement that 

straightforwardly works on the focal regulator and utilizes 

game hypothesis to neutralize DDoS and port filtering 

attacks. We analyze the three techniques for location. We 

put our procedure under serious scrutiny utilizing IP traffic 

information created by the Mininet network emulator 

related to the Floodlight regulator, and the protection 

framework that was exhibited functioned admirably for 

both the identification and moderation tasks [4]. 

Using carefully chosen detection limits, these outcomes are 

then utilized to calculate each vehicle's total performance. 

Without training, MbRE is able to classify those actions 

with 100% accuracy, 98.5% to 100% accuracy, and 95.4% 

to 100% accuracy based on frequency, identity, and 

movement, respectively. To further illustrate IDS's 

viability in cloud and edge environments, this study also 

looks into Jetson Nano and Google Collaboratory 

[5].R(HD-MJPF) min. Additionally, to determine the 

smoothness at different compression levels, piecewise 

linear, piecewise nonlinear, and nonlinear predictors are 

used. An autonomous vehicle carrying out a task in a 

controlled environment has had our approach examined for 

lidar min[6]. 

An exception location module was made to recognize 

irregularities, for example, multi-objective situations, to 

improve the strength of our model in certifiable cases. Our 

methodology conveys striking execution as far as order 

precision, strength to the commotion, and peculiarity 

recognition exactness, as shown by trying results utilizing 

range-Doppler radar estimations and movement catch data 

sets [7]. The cloud recognizes secondary qualities that are 

useful for distinguishing the last abnormality by further 

investigating essential credits and intuitive relationship 

information. As far as power utilization, location time, and 

precision, our framework performs better compared to 

elective techniques, as shown by various preliminaries [8]. 

It solves the problem of the extremely unequal distribution 

of data about rail traffic. Performance is assessed by 

thorough testing in an actual underground operational 

environment. According to experimental data, the 

suggested approach is more effective than current anomaly 

detection techniques, demonstrating its efficacy [9]. A 

machine learning anomaly detection technique is used in 

the first component to model the quality of service values 

and remove any abnormal quality of service records. An 

effective and efficient metaheuristic algorithm is then used 

in the second component to identify the closest ideal 

combination. Information theory supports and grounds 

service quality through experimental findings derived from 

real-world data sets. Comparing our strategy to earlier 

research, such as techniques based on [10], it demonstrates 

that we can increase the joint scheme's quality of service 

value by an average of 30.64% at the same or lower cost. 

Network traffic information handling is particularly 

essential with the headway of cloud computing technology 

(CCT). By and by, the adequacy of current interruption 

location frameworks (IDS) in analyzing network traffic 

information for abnormalities needs to be improved. To 

distinguish network irregularities, this study recommends 

an original information handling model. Exactness, 

misleading problem rate (FAR), review, accuracy, and 

number of Features (NF) can be generally improved by the 

model simultaneously [11]. Four angles should be adjusted 

to applications convey locators quietly: accessible limit, 

detecting necessities, lingering assets, and existing. This 

system accomplishes higher estimation and discovery 

exactness than past structures, as indicated by three 

correlation trials and investigations [12]. 

Moreover, to bring down reaction times among servers and 

clients in a rethought climate, edge registering, as opposed 
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to distributed computing, is coordinated into the design. 

Eventually, Mostly the Secure Promotion gets the 

recognizable proof of abnormalities in recordings while 

keeping up with the classification of the relevant 

information. Besides, the reenactment results show that our 

protected Promotion is protected and powerful [13].To 

achieve location while considering the cloud stage's 

handling climate, a superior and more adaptable grouping 

approach is introduced. Two arrangements of tests are run 

to check proficiency. Indeed, even with adjustments to the 

cloud stage sending climate, the exploratory discoveries 

show that the proposed inconsistency recognition 

technique may significantly build the location exactness 

rate [14]. 

A refined incremental and adaptive clustering approach is 

presented to carry out detection while accounting for the 

cloud platform's execution environment. To prove efficacy, 

two different kinds of experiments are run. The suggested 

anomaly detection method can considerably increase the 

detection accuracy rate even when the cloud platform 

execution environment changes, according to experimental 

data [15]. 

The ADRL uses anomaly detection techniques to identify 

aberrant conditions in the system and then initiate steps to 

increase stability for decision-makers. To oversee the 

required intensification efforts, two tiers of global and 

local decision-makers are implemented. With fewer actions 

and more system stability, ADRL can dramatically 

improve service quality, as demonstrated by a vast 

collection of trials for various anomaly problem kinds [16]. 

Software READ-IoT Minutes: Fire Detection Application 

Unsold Person Detection Application has been 

implemented and reviewed. Using simulated data from 

western multivariate events and anomaly scenarios, general 

NSL-KDD was conducted [17]. 

Log data can assist with figuring out which classifier is 

generally fit. Utilize a help vector machine to prepare 

various classifiers involving noticed information for 

different framework conditions. Our location moreover 

searches for peculiarities inside every window or period, so 

the highlights contain not just a couple of characteristic 

execution estimates but, in addition, the entropy and 

moving normal of the measurements' information inside 

every window. The viability of our strategy is routinely 

shown by our exploratory assessment [18]. A full 

arrangement works in a shut circle without requiring 

outside observing or statement. By finding out about the 

use examples of the framework, it creates information 

about odd conditions and channels and upgrades them 

naturally. Both the framework load and the cloud supplier's 

estimating design can be changed utilizing our answer. 

Utilizing data assembled from a real framework, it was 

assessed on Microsoft's Sky Blue cloud climate. In ten 

months, a 85% expense decrease was achieved, as per tests 

[19]. 

The overall way of behaving for different types of 

recognized TVM interruptions is produced by the 

utilization of an irregular woodland classifier. We utilized 

a Windows malware information assortment from the 

College of California and informational collections from 

the University of New Mexico (UNM) to foster a model 

and lead intensive investigation. The discoveries obtained 

are promising and show that VMGuard is material. We 

balance VMGuard with current innovations and go over 

their advantages [20]. Since marking an immense 

information stream starting from heterogeneous sensors is 

testing and tedious, the proposed approach can be 

straightforwardly used in genuine circumstances without 

the requirement for named information. In conclusion, 

genuine evaluations utilizing a true WSN show that the 

proposed technique is vigorous and compelling, beating 

regular profound learning approaches [21]. 

Several network traffic value sequences can be generated 

and simulated using the NS2 tool. Next, estimates of the 

CUSUM and multiclass CUSUM algorithm positivity rates 

for 2019 were made. Findings indicate that compared to 

WSNs, the suggested method achieves a greater and more 

precise detection rate and fewer false positives [22]. 

Identify conflicts accurately, with optimal performance and 

low network resource usage, whether in offline or online 

mode. To find outliers, several academics are currently 

employing machine learning algorithms [23]. 

By offering an integrated architecture that blends an Oracle 

detector, which is a costly and very accurate detector, with 

an area detector, which is less expensive and less precise, it 

offers the best possible solution. Using a first-order 

approximation method, a detection method was devised 

and optimized. According to the findings of simulations, in 

order to achieve minimal runtime, it is important to 

integrate numerous detectors in an ideal pattern [24]. 

The suggested approach, known as the AD (Anomaly 

Detection) approach, is made up of specific procedures for 

the establishment of secure clusters, re-clustering on a 

regular basis, effective monitoring of cluster membership, 

and eventual attack detection. Through simulations with a 

rule-based anomaly detection system, the efficacy of the 

AD algorithm in intrusion detection and detection is 

examined [25]. 
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Table.1 Latest Reference and Some Metrics in a few surveys 

paper ML/DL model Result Limitation 

M. Ahmadi, et 

al.,(2010) 

ML AGPCA achieves a low detection 

rate 

High energy consumption  

M. Xie, et al.,(20 ML kNN-based AD schemes complexity is reduced Effective accuracy  

X. Miao, et al.,(2019) ML one-class support vector machine 

(OCSVM) 

not only show good 

anomaly detection 

High memory consumption 

T. -B. Dang et al. 

(2021) 

ML spatial-temporal correlation 8 % medium accuracy   square prediction error 

rates  

T. Luo, et al.,(2018) ML autoencoder neural networks solve the problem of the 

anomaly detection 

medium-level 

low false alarm rate 

M. Xie, et al.,(2015) ML segment-based manner Reduce communication 

cost 

Low accuracy  

A. Abid, et al.,(2016) ML outlier measurements low false alarm rate Insufficient detection rate 

T. Otsuka, et 

al.,(2015) 

ML autonomous distributed WSN systems medium-level detection 

rate  

Low false alarms are rare  

Y. Xiao, et al., 

(2017) 

ML SVR-based regression Low outlier detection 

accuracy 

High error rate 

A. Chirayil, et 

al.,(2019) 

ML statistical-based and cluster-bas Low accuracy  Low detection rate  

Y. -L. Tsou, et 

al.,(2018) 

ML one-class random forests detection accuracy 

medium  

Low detection rate  

W. Raad, et 

al.,(2021) 

ML Crowd Anomaly Detection Systems Low-frequency rate  Low detection rate  

T. Sun, et al.,(2012) ML A probability-based approximate 

algorithm 

Low-cost reduction  High-cost communication  

M. Salvato, et 

al.,(2015) 

ML An adaptive immune-based anomaly 

detection algorithm 

Large data stream used  Long-term variation in the 

monitored system 

3. Proposed Methodology 

The development of anomalies detection through DL 

model is enrich with feature selection model. Discussed in 

the figure.2 proposed architecture explains the wireless 

sensor-based cloud system and detect anomaly detection. 

Here, WSNs-1, WSNs-2, WSNs-3, and WSNs-4 are 

wireless sensor network interfaces with Base Station, and 

BS is connected to a cloud server. Then, preprocess the 

signals by using the min-max normalization method, select 

features by using the SS-SCVFA methods, and classify the 

results by using the MPNN method to classify the results 

of the detection. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Proposed Architecture 
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3.1 Network formation of WSN and cloud  

Cloud  Computing  is principally  designed  and  promoted  

to be data center-centric and efficient interaction with the 

outside world is an area where improved solutions are 

being sought.  

WSNs are  designed to  collect  data  in  the real  world,  

yet the the question  arises  as  to  what  to  do  with  the  

data  when  the an organization that collected the data no 

longer requires it. There are many  reasons  for the  data  to  

be kept, including  historical, future research,  and re-

analysis at some future point in time.  

There  is  a  possible  linkage  between  WSN  and  Cloud 

Computing  and  the  eventual shift  of  data  into  the 

cloud  and over time into the public domain Cloud  

Computing  is principally  designed  and  promoted  to be 

data center-centric and efficient interaction with the 

outside world is an area where improved solutions are 

being sought.  

WSNs are  designed to  collect  data  in  the real  world,  

yet,  the the question  arises  as  to  what  to  do  with  the  

data  when  the an organisation that collected the data no 

longer requires it. There are many  reasons  for the  data  to  

be kept, including  historical, future research,  and re-

analysis at some future point in time.  

There  is  a  possible  linkage  between  WSN  and  Cloud 

Computing  and  the  eventual shift  of  data  into  the 

cloud  and over time into the public domainCloud  

Computing  is principally  designed  and  promoted  to be 

data center-centric and efficient interaction with the 

outside world is an area where improved solutions are 

being sought.  

WSNs are  designed to  collect  data  in  the real  world,  

yet,  the the question  arises  as  to  what  to  do  with  the  

data  when  the an organisation that collected the data no 

longer requires it. There are many  reasons  for the  data  to  

be kept, including  historical, future research,  and re-

analysis at some future point in time.  

There is a possible linkage between WSN and Cloud 

Computing and the eventual shift of data into the cloud and 

over time into the public domain 

The main goal of cloud computing is to function as a data 

center, and better solutions are sought in the field of 

efficient external interfaces. While WSNs are meant to 

gather real-world data, the question of what to do with the 

data comes up when the entity collecting it needs it no 

longer. Data preservation serves numerous purposes, such 

as future study, historical research, and reanalysis down 

the road. Cloud computing and wireless sensor networks 

(WSN) may be related, as may the eventual transfer of data 

to the cloud and public domain. Another information 

revolution and an explosion of data have resulted from a 

large sea of sensors connected to the global network and 

the communication logs are collected into dataset. 

3.2 Preprocessing using min-max normalization  

In this technique of data normalization, a linear 

transformation is performed on the original data to process 

the dataset. Minimum and maximum value from data is 

fetched, and each value is replaced according to the 

following formula. 

𝑉′ =
𝑣−min(𝐴)

max(𝐴)−min(𝐴)
((New_max (A) – new_min (A))+ 

(new_min (A))     

      (1) 

Where An is the property information, Min (A) and 

Maximum (A) are the base and most extreme outright 

worth of An individually. v' is the net worth of every 

passage in information. v is the old worth of every passage 

in information. new_max (A), and new_min (A) are the 

maximum and minimum worth of the reach separately. 

Increasing the efficiency of machine learning algorithms: 

By bringing the input features to a standard scale, 

normalization can assist in increasing the efficiency of 

machine learning algorithms. By doing so, you can 

increase model accuracy and lessen the effect of outliers. 

Improved handling of outliers: By bringing the data to a 

similar scale and therefore diminishing the influence of 

outliers, normalization can lessen their impact. Results can 

be more easily interpreted when they are normalized 

because the inputs will all be on the same scale. This is 

especially true for machine learning models. 

3.2 Spread spectral support vector feature selection (Ss-

SCVFA) 

The Support vector is used to create membership function 

to create vector space 𝑉′based on the support features 

spectral limits, and incorporate learning biases from 

statistical learning theory. Finding a computationally 

efficient method to train well separating hyperplanes in 

hyperspace is the aim of feature selection using Ss-

SCVFA, where best hyperplanes refer to optimizing the 

feature selection by spectral mean techniques that cope 

with sizes of the sample. 

Let (𝑥𝑖 , 𝑦𝑖)| < | < 𝑁 is training of N each samples 𝑥𝑖 ∈

𝑅𝑑  each label class 𝑦𝑖 ∈ {−1,1} 

Here d is the dimension of feature space. This amounts to 

finding w and b so that  

𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) > 0, 𝑖 = 𝑙 …𝑁        

      (2) 

In this rescale of w and b so that 

𝑚𝑖𝑛;<𝑗<𝑁
𝑦𝑖(𝑤.𝑥𝑖+𝑏)>0,𝑖=𝑙…𝑁         

(3) 
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So the close-set point equation (1) hyperplanes of distance  

𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) > 𝑙         

(4) 

Here find the optim Spread spectral support vector feature 

selection (Ss-SCVFA) and closed set of distance w 

1

||𝑤||
=

1

5
||𝑤||2 + 𝑉′         

(5) 

Where minimizing the amount of is under constraints 

||𝑤||2 is under linear constraints equations (5) achieved 

with the multipliers. Denote by 𝛼 = (𝛼1…𝛼𝑁)  the N non-

negative multiplier associated, optimization problem to 

maximizing to form membership function 

𝑊(𝛼) = ∑ 𝛼𝑖 −
1

2

𝑁
𝑖=0   ∑ 𝛼𝑖 , 𝛼𝑗 , 𝑦𝑖 , 𝑦𝑗𝑥𝑖 . 𝑥𝑗)

𝑁
𝑖=0 + 𝑉′             

      (6) 

Here ∑ 𝑦𝑖𝛼𝑖
𝑁
𝑖=0  is achieved by the standard quadratic 

programming Method. We denote the 𝛼0 = (𝛼0
1…𝛼0

𝑁)is 

solution for the maximum problem (6) found. Here, Spread 

spectral support vector feature selection (Ss-SCVFA) 

(𝑤0, 𝑏0), the following expression is  

𝑤0 = ∑ 𝛼0𝑦𝑖𝑥𝑖+𝑉′
𝑁
𝑖=0          

(7) 

The Ss-SCVFA are points for which 𝛼𝑖 > 0 satisfies the 

equation (7) with equality. 

From equation (7), the decision plane is to be written as  

𝑓(𝑥) = [∑ 𝛼0𝑦𝑖𝑥𝑖
𝑁
𝑖=0 + 𝑏0] + 𝑉′        

(8) 

 The input is mapped. The nonlinear high-dimensional 

feature has been selected here 

Replace x is feature selection 

Φ(𝑥), 𝑡𝑎𝑘𝑒𝑛𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛(8)combined here. 

𝑊(𝛼) = ∑ 𝛼𝑖 −
1

5

𝑁
𝑖=0   Ss −

SCVFA∑ 𝛼𝑖, 𝛼𝑗 , 𝑦𝑖 , 𝑦𝑗Φ𝑥𝑖 . Φ𝑥𝑗+𝑉′
𝑁
𝑖=0   

        (9) 

here k =Φ𝑥𝑖 . Φ𝑥𝑗𝑖𝑠𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛𝑜𝑓𝑚𝑎𝑝𝑝𝑖𝑛𝑔Φ. 

Symmetric 

Position kernel K(x,y) it mapped with existing Mercer’s 

theorem 

Mapping  Φ shows that  

𝐾(𝑥, 𝑦) = Φx.Φy    

   (10) 

 𝑊(𝛼) = ∑ 𝛼𝑖 −
1

5

𝑁
𝑖=0   Ss −

SCVFA∑ 𝛼𝑖, 𝛼𝑗 , 𝑦𝑖 , 𝑦𝑗𝐾(
𝑁
𝑖=0 𝑥𝑖 , 𝑦𝑖) + 𝑉′  

       (11) 

Here, the decision function becomes  k is the Position 

kernel mapped 

𝑓(𝑥) = Ss − [∑ 𝛼0𝑦𝑖𝑥𝑖
𝑁
𝑖=0 + 𝑥𝑖𝑥 + 𝑏] + 𝑉′     

(12) 

Construction of support vector machines for binary feature 

selection. A good multiclass approach is required when 

working with multiple classes, such as in object 

identification and signals of networks. 

The point x is the arguments of 𝑓(𝑥) the highest SCVFA 

steps for feature selection  

𝐹(𝑥′)𝑏𝑖𝑗
𝑤𝑖𝑗

=
1

2
(𝑤𝑖𝑗 . 𝑤𝑖𝑗) + 𝐶 − SCVFA∑ 𝜉𝑖𝑗

𝑖𝑗
𝑡 + 𝑉′ 

    (13) 

Equation (13) outlines the presumption that every network 

signal has just one label, meaning that every network 

signal belongs to just one class. However, since a network 

signal's contents are not unique, it can be classified into 

several classes. Multiclass learning can be strengthened 

and expanded to the feature selection.  

3.3 MPNN method of classification 

The feature selection sustains the dimensionality and 

classification is done with Multi Perceptron Neural 

Network to identify the anomalies. We provide an 

overview of node G, feature xi,j, and edge feature 𝐹(𝑥′)𝑏𝑖𝑗
𝑤𝑖𝑗

. 

Adding directed multigraphs to the formalism is an easy 

task. A multi perceptron phase and a reading phase make 

up the forward pass. The multi perceptron processing unit 

phase is specified in terms of functions MT and vertex 

update functions Ut, and it occurs throughout T time steps. 

Hidden states f(x′)𝑏𝑖𝑗
𝑤𝑖𝑗

that each node in the graph is updated 

depending on perceptron 𝑚𝑣
𝑡+1according to throughout the 

data processing phase. 

𝑚𝑣
𝑡+1 = ∑ 𝑀𝑇(𝑤∈𝑁(𝑈) ℎ𝑣

𝑡 , ℎ𝑤
𝑡 , 𝑒𝑣𝑤) + f(x′)𝑏𝑖𝑗

𝑤𝑖𝑗
 

    (14) 

ℎ𝑣
𝑡+1 = 𝑈𝑡(ℎ𝑣

𝑡 ,𝑚𝑣
𝑡+1) + 𝐹(𝑥′)𝑏𝑖𝑗

𝑤𝑖𝑗
      

(15) 

Where in the sum, 𝑁(𝑣)denotes the neighbors of 𝑈𝑡 in 

graph G. The readout phase computes a feature vector for 

the whole graph using some readout function R according 

to the final classification steps is   

𝑦 = 𝑅𝑐(ℎ𝑣
𝑡 |𝑉 ∈ 𝐺|) + f(x′)𝑏𝑖𝑗

𝑤𝑖𝑗
      

(16) 

The classier retain functions𝑅𝑐, vertex update functions𝑤𝑏 , 

and readout function R are all learned differentiable 

functions. Each functions has create marginal weigh 

classes to identify the anomalies. 
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4. Result and Discussion    

The proposed system discusses the previous method to 

compare the classification. The existing methods are 

SecureAD, LSTM, and Incremental-Clustering Anomaly 

Detection Algorithm (ICADA) compared to the proposed 

system MPNN, and the best classification of the WSNs 

and cloud computing networks. The simulating tools are 

NS2, the network simulator, and uses 100 nodes pointed to 

calculate the results. The result is based on the high 

performance of identifying the anomalies effectively with a 

high precision rate, recall rate, f1-score with a low false 

rate, and redundant time complexity. Compared to the 

prevailing techniques, the identification accuracy is at a 

high level by attaining the accuracy level. 

            

 

Fig..3 F1- Measure for proposed system 

Discuss the figure.2 tell about the F1- Measurement for the 

proposed system, Recall value is 0.2 and the performance 

of F1-measure is 91.5%, and Recall value is 0.4 and the 

performance of F1-measure is 92.5%, and Recall value is 

0.6 and the performance of F1-measure is 93.7%, and 

Recall value is 0.8 and the performance of F1-measure is 

94.5%. And Recall value is 0.1 and the performance of F1-

measure is 97.1%. 

                    

 

Fig.4. Precision and recall performance 

Discuss the figure.2 tell about the for precision and recall 

performance proposed system, Recall value is 0.2 and the 

performance of precision is 92.5%, and Recall value is 0.4 

and the performance of precision is 93.5%,  and Recall 

value is 0.6 and the performance of precision is 94.5%, and 

Recall value is 0.8 and the performance of precision is 

95.8%. And Recall value is 1.0 and the performance of 

precision is 96.5%. 

 

 

Fig.5. Low false rate 

Discuss about the figure.5 is performance of low false rate 

detection. The performance is secured-AD method is 58% 

low false rate and, the performance is LSTM method is 

65% low false rate, and. the performance is ICADA 

method is 75% low false rate, and . The performance is 

MPNN method is 80% low false rate. 

Table.2 Classification Performance 

Methods Classification Accuracy (%) 

Secured-AD 94% 

LSTM 95% 

ICADA 96% 

MPNN 98% 

 

 

Fig.6. Classification Accuracy 

Discuss about the figure.6 and table.2 performance of 

classification accuracy. The secure-AD performance 

classification accuracy is 94%, and the LSTM performance 

of classification accuracy is 95%, and the ICADA 

performance of classification accuracy is 96%, and MPNN 

performance of classification accuracy is 98%. 
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5. Conclusion  

In the cloud context, Wireless Senior Networks (WSN) are 

critical for locating, tracking, and safeguarding scalable 

networks throughout the global internet of 

Communication. Through cloud integration, transmission 

and data control are securely managed, enabling various 

machine learning approaches to be applied in an effort to 

use energy-efficient strategies. Anomalies resulting from 

WSN node malfunctions cause improper behavior that 

compromises communication security. The main issue is 

recognizing the anomalies using behavioral analysis in 

communication media and feature dimension. The system 

Performance of classification accuracy. The secure-AD 

performance classification accuracy is 94%, and the LSTM 

performance of classification accuracy is 95%, and the 

ICADA performance of classification accuracy is 96%, 

and MPNN performance of classification accuracy is 98%. 

The suggested system performs well in terms of accurately 

identifying anomalies with high recall, precision, and f1-

score rates, as well as low false rates and redundant time 

complexity. By reaching the accuracy level, the 

identification accuracy is higher than that of the currently 

used procedures. 
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