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Abstract: In this study, modelling of Konya wastewater treatment plant was studied by using artificial neural network with different 

architectures in Matlab software. All data were obtained from wastewater treatment plant of Konya during daily records over four month. 

Treatment efficiency of the plant was determined by taking into account of input values of pH, temperature, COD, TSS and BOD with 

output values TSS. Performance of the model was compared via the parameters of Mean Squared Error (MSE), and correlation 

coefficient (R). The suitable architecture of the neural network model is determined after several trial and error steps. According to the 

modelling study, the ANN can predict the plant performance with correlation coefficient (R) between the observed and predicted output 

variable reached up to 0.96. 
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1. Introduction

In last two decades, Artificial Neural Network (ANN) methods 

have been applied to various areas of environmental issues such 

as wastewater treatment. The wastewater treatment process is 

quite complex. However the developments in intelligent methods 

make them possible to use in complex systems modelling [1]. It 

can be used for better prediction of the process performance 

owing to their high accuracy, adequacy and quite promising 

applications in engineering [2,3,4]. There are certain key 

descriptions of variables which can be used to assess the 

wastewater treatment plant performance. These variables consist 

of Chemical Oxygen Demand (COD), Biological Oxygen 

Demand (BOD) and Total Suspended Solids (TSSs). Until now, 

most of the available studies for modelling Waste Water 

Treatment Plants (WWTPs) used these variables. The ANN based 

models find out very satisfactory results. Some of these models 

based on ANNs are as follows. ANN model was developed for 

BOD removal process in horizontal subsurface flow constructed 

wetlands by Akratos et al. [5]. Farouq S et al. in [6] used neural 

network with single input and multi-input layers and gave 

comparable predictions of the plant performance criteria. To 

prediction of biological oxygen demand and suspended solid 

concentrations based on ANN were presented by Hamed et al. 

[7]. Total suspended solid (TSS) is an indication of plant 

performance. A simple prediction models based on neural 

network for TSS was demonstrated in [8].  

Many other ANNs model for wastewater treatment have been 

proposed either in the past [9-13] or more recently [14- 18].  

In this work, an effort has been made to model the wastewater 

treatment data using the artificial neural networks to predict the 

performance of Konya Wastewater Treatment Plant. The data set 

was consist of flow rate, COD, BOD, TSS and ph at 25 0C 

temperature as input layer variables and TSS as output layer 

variables. The samples collected on a day during for a period of 4 

month. The results of the modelling study expressed briefly high 

correlation coefficient (R) between the measured and predicted 

output variables reaching up to 0.9. 

2. Materials and Methods

2.1. Artificial Neural Network 

Artificial Neural Network (ANN) is an information processing 

system derived from biological nervous systems of brain. The 

goal of an ANN is to compute between output and input values 

with some internal calculations [19]. There is a two-stage 

operation mode of artificial neural networks. One of them is 

training the other testing stage. Once it must be trained to use an 

artificial neural network. The training is carried out using some of 

the inputs and outputs data set. ANN makes a generalization of 

these data. Artificial neural networks consists of three layers, 

including inputs, output and hidden layers, and there are many 

neurons in each layer as shown (Figure.1).  
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Figure 1. Architecture of ANN 

A neuron is consist of five main elements including; inputs, 

weights, summing function, activation (transfer) function and 

output. Neurons can have multiple inputs, but it can only have 

one output. Inputs information comes from outside networks or 

other neurons. In some cases, neurons can create self-input with 

feedback. A neuron usually receives many simultaneous inputs. 

Each input has its own relative weight which gives the input the 

impact that it needs on the processing element's summation 

function. Weights are adaptive coefficients within the network 

that determine the intensity of the input signal as registered by the 

artificial neuron. They are a measure of an input's connection 

strength. These strengths can be modified in response to various 

training sets and according to a network's specific topology or 

through its learning rules. The first step in a processing element's 

operation is to compute the weighted sum of all of the inputs. 

Summing function operation sums all of the inputs from the 

processing elements. The formula is as follows: 

𝑓(𝑥) = ∑ (𝑊𝑖𝑥 + 𝑎𝑖)
𝑛
𝑖=1   (1) 

Where w is the weight factor and a is the input values. 

Transfer function or activation function is a simple function that 

uses the net value to generate an output. This output is then 

propagated to the neurons in the next layer.  

We used various types of transfer functions as shown table 1. 

Also there are many different types of training algorithms. One of 

the most common training algorithms is Feed Forward Back 

Propagation algorithm (FFBP) [20]. 

2.2. Konya WastewaterTreatment Plant 

Increasing water need in Konya closed basin, which has a large 

agricultural area, make it necessary to reuse wastewater by 

refining as a result of drought, major decreases in ground water 

level. For this purpose, Konya Wastewater Treatment Plant 

(KWWTP) set into operation in 2010. KAAT is designed for 

200.000 m3/day flow and 1.000.000 equivalent population. The 

Plant is designed according to carbon removal and partial 

nitrogen removal biological treatment method. Exiting water is 

discharged by passing through UV disinfection system. KWWTP 

consists of 4 different units as seen in (Figure. 2).  

1. Preliminary Treatment Units:

 Wastewater inlet structure coarse grid, entrance pump

station,

 Coarse and fine grids

 Aeration Grid and Grease Removal Unit

 Preliminary settling pool

2. Biological Treatment Units:

 Aeration Tanks/ Activated Sludge Reactors

(Bardenpho Process)

 Secondary Sedimantation Tanks

3. Sludge Treatment, Biogas Production and Energy

Recovery Units: 

 Sludge Dewatering Tanks

4. Mesophilic Anaerobic Sludge Digesters:

 Biogas Storage Tanks

 Heating plant and energy recycling unit.

 Sludge Dehydratation Plant (Decanter Centrifuge)

5. Disinfection:

 Open Channel UV disinfection system.

Figure 2. Flow Diagram of the KWWTP 

2.3. Data Collection 

Measurements of the COD, BOD, and TSS were collected 4 

month period. This period was satisfactory as it covers all 

probable seasonal variations in the studied variables. Influent and 

effluent parameters and their statistic are given table 2. Artificial 

Neural Network ANN model was developed to modeling a 

WWTP with the collected data. 

And in order to obtain convergence within a reasonable number 

of cycles, the input and output data should be usually normalized. 

Normalization method as 

follows: 

 (2) 

Table 1. Transfer Function s Used in Algorithms  

Transfer Function Algorithm 

Tansig tansig(n) = 2/(1 + exp (-2n)) – 1 

Purelin purelin(n) = n, for all n 

logsig logsig(n) = 1(1 + exp (-n)) 

Table 1. The range of data set and  their statistic 

Parameters Data Statistic 

Ranges 
Mean ± 

S.D.
Unit 

Input Layer 

Flow rate 129,00 - 214,00 176,00 ±   13,46  m3 day 

Temperature     4,30 -   21,90   14,39 ±     3,35 
0C 

pH     7,44 -     9,37     8,09 ±     0,43 

TSS 160,00 -     3,47 404,23 ± 335,32 mg/l 

BOD 260,00 -  860,00 432,59 ± 110,29 mg/l 

COD 382,00 -  1940,0 838,91 ± 238,49 mg/l 

Output Layer 

TSS   11,00 - 120,00   27,30 ± 15,49 mg/l 
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where x′ is the normalized value, x is the original data,

xmax and xmin, respectively, is the maximum and 

minimum values, thus the scaled data ranging between 0,1 

and 0,9. 

2.4. Network Properties 

The neural network model was created in MATLAB. 

MATLAB Toolbox opens the Network/Data Manager 

window, which allows the user to import, create, use, and 

export neural networks and data [21].  

The Network properties are as follows: 

 Network inputs: flow rate, pH, COD, BOD,

Temperature and TSS.

 Network outputs: TSS.

 Network type: Feed-Forward Back-

Propagation.

 Training function: TRAINLM.

 Adaption learning function: LEARNGDM.

 Performance function: MSE.

 Number of hidden layers: 1,2,3 used

respectively

 Input Layer Transfer function: logsig, purelin

and tansig

 Output Layer Transfer function: purelin

The architecture of an ANN model is defined by means of 

its number of layers and its number of neurons per layer. In 

this study, we used different numbers of hidden layers and 

neurons in each hidden layer for find out the best suitable 

model. Unfortunately, there are no well-developed rules to 

determine the most suitable values of these parameters for 

a specific problem. In this case, these values were 

determined by means of a trial and error method in which 

the performances of nine different architectures were 

compared. The architectures considered present the same 

number of neurons in each hidden layer, range from seven 

to eleven. These architectures as follows: 

with one hidden layer were [3-7-1], [3-8-1], [3-9-1], [3-

10-1] and [3-11-1];

with two hidden layers were [3-7-7-1], [3-8-8-1], [3-9-

9-1], [3-10-10-1], and [3-11-11-1]

with three hidden layers were [3-7-7-7-1], [3-8-8-8-1],

[3-9-9-9-1], [3-10-10-10-1], and [3-11-11-11-1]. 

In order to assess the performance of each architecture 

the correlation coefficient (R) and  mean square error 

(MSE) were used. The MSE is given by the following 

expression,  

 (3) 

where n is the number of data points,  is the network 

prediction, 

 is the experimental response and i is an index of the 

data [22]. 

3. Results and Discussion

Artificial Neural Network method, which is previously 

used in various modelling studies, is used in this study for 

estimating TSS values of treated wastewater in KWWTP. 

MATLAB program is used for executing the process. The 

model uses the trainlm - Levenberg–Marquardt function 

for training. The MATLAB program randomly divides 

input variables and target variables into three sets. 60 % of 

the samples are assigned to the training set, 20% to the 

validation set, and 20% to the test set. Many different 

functions such as ‘‘logsig”, “tansig”, and “purelin” were 

tested as transfer function for hidden layer and “purelin” 

function was used as the output layer transfer function. 

Learngdm (gradient descent with momentum weight and 

bias learning function) function was used as the adaption 

learning function and MSE and R was determined as the 

performance function. The network models repeated with 

different neurons (7-11), transfer functions and number of 

ANN configuration mentioned section 2. The correlation 

coefficient (R) and MSE values belonging to these 

different ANN configuration’s results are presented in 

Table 3,4,5 respectively in detail. 

Models were designed to generate the minimum mean 

squared error (MSE-it measures the network's performance 

according to the mean of squared errors) and maximum 

correlation coefficient (R) values with 7-11 neurons in 

hidden layers and tansig, logsig and purelin transfer 

functions.   

The suitable training algorithm at different layers, the 

number of hidden layers, the number of neurons, 

determination of the transfer and training functions are 

highly responsive parameters in the design of artificial 

neural networks. So we tried different ANN architectures.  

Table 3.  3-2-1 Summary of training and transfer functions used 

for removal efficiency 

Training 
Functions 

Transfer 
Functions 

trainin 

R 

test  

R 
MSE 

7 Logsig 0,98 0,81 0,0045913 

Purelin 
0,66 0,63 0,0113160 

Tansig 
0,99 0,94 0,0096608 

8 Logsig 
0,99 0,89 0,0053830 

Purelin 
0,61 0,50 0,0054988 

Tansig 
0,99 0,90 0,0058794 

9 Logsig 0,99 0,82 0,0067840 

Purelin 0,57 0,58 0,0041831 

Tansig 0,92 0,86 0,0066576 

10 Logsig 0,98 0,87 0,0090310 

Purelin 0,74 0,58 0,0041230 

Tansig 0,99 0,91 0,0039078 

11 Logsig 0,99 0,91 0,0054450 

Purelin 0,59 0,65 0,0027967 

Tansig 0,99 0,93 0,0040825 

International Journal of Intelligent Systems and Applications in Engineering 



IJISAE, 2015, 3(4), 131-135

 

 

 

The optimal network size was selected from the one which 

resulted in maximum R and minimum MSE in training and test 

data sets and the architecture of the best ANN models for the 

prediction of the TSS of the KWWTP is shown in Table 3. 

According the 3-3-1 model, it was found Rtraining=0,99, 

Rtest=0,95 and MSE=0,002331. In this case, the network 

response is satisfactory. 

4. Conclusions

The results of this study showed maximum correlation 

coefficient (R) between the measured and predicted output 

variables, reaching up to 0.99 with 3-3-1 ANN structure. 

Therefore, the model developed in this work has an 

satisfactory result and accuracy. As a result, the neural 

network modeling could effectively predict the 

performance of KWWTP. 

It is concluded that, ANN provides an effective analyzing 

and diagnosing tool to understand and simulate the plant, 

and is used as a valuable performance assessment tool for 

plant operators and decision makers. 
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