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Abstract: Optimizers are essential for video object detection because they facilitate training and enhance model performance. During training, 

optimizers are in charge of the loss function minimization. The gradients of the loss parameters are used to iteratively update the model parameters. 

Optimizers steer the model towards convergence by iteratively changing the parameters in the direction of the steepest descent, which lowers the 

loss and enhances object detection performance. The hybrid optimizer known as the chaser priori wolf optimizer is proposed in the paper. The 

hybridization of coyote and cat swarm optimization forms the foundation of the chaser priori wolf optimization. The CPW optimizer was 

introduced in the proposed work to enhance feature selection and convergence in classification. The comparative outcome demonstrated that the 

CNN-based YOLO model performed better. In terms of sensitivity, specificity, and accuracy, the results are contrasted. The findings unequivocally 

demonstrated improvements in every performance metric, with an average improvement of 10.3% when compared to state-of-the-art architecture. 
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1. Introduction  

The conventional optimizer cannot handle sparse gradients and requires 

manual learning rate adjustment. In classification and detection 

problems, common optimizers include SGD, RMSProp, Adagrad, 

Adadelta, and ADAM. When compared to other methods, ADAM has 

demonstrated superior performance overall. Nonetheless, researchers 

are drawn to find more effective optimization strategies by the growing 

amount of video data and the need for detection and classification jobs. 

SGD converges slowly while dealing with complex data. When 

choosing an earning rate incorrectly, SGD produces local minima. Root 

Mean Square Propagation, or RMSProp The core principle of RMSprop 

is to maintain the moving average of the squared gradients for every 

weight. The gradient should then be multiplied by the mean square root. 

With various datasets, it performs inconsistently. Adagrad focuses on 

utilizing historical observational data [1]. As a result of the parameters' 

squared gradients building up over time, learning rates gradually 

decrease. Stochastic optimization technique Adadelta makes the per-

dimension learning rate method for SGD possible. The Adam optimizer, 

an adaptive gradient-based optimization technique that has become 

quite popular in deep learning, is proposed in paper [2]. Adam provides 

effective and adaptive learning rates for various parameters by 

combining root mean square propagation (RMSprop) with momentum-

based optimisation techniques. But it's necessary to compare with a 

fresh optimizer.   Many evolutionary optimization techniques have been 

applied to detection and classification applications in recent years. This 

study presents a novel optimizer called Chaser Prairie Wolf (CPW) 

optimization, which is based on the coyote optimization technique and 

cat swarm optimization. In this case, the cooperative nature of prairie 

wolves aids in the chasers' decision-making. Via the effective 

modification of the classifier settings, the enabled optimization 

contributed to better results. 

 

2. Literature Survey  

Photovoltaic power point tracking systems use quantum physics in 

conjunction with cat swarm optimization (CSO) to prevent local 

optima [1]. To improve search capability in solutions, the CSO 

algorithm is employed in numerous hybrid algorithm generations. The 

application of CSO lowers the computing cost [1][2]. By using various 

objective function terrains, the CSO is utilized to update processes and 

regulate individual solutions. In order to improve the search technique, 

the modified CSO is suggested. 

A compact algorithm for optimizing cat swarms that utilizes a small 

sample probability model reduces computation costs while enhancing 

the search capacity for a possible global best solution [2].  The 

scalability of the performance is not addressed; instead, it is measured 

in particular scenarios. In [3], a novel class discovery network with a 

two-stage detector is proposed. In both labelled and unlabeled datasets, 

the approach greatly enhances class detection and is applied to 

unlabeled datasets to verify detection accuracy. The two-stage detector 

model does, however, come at a higher computational cost [2][3]. A 

thorough analysis of the bio-inspired algorithm is presented in a paper, 

demonstrating how the CSO algorithm on modification with exact 

features can produce better outcomes on a range of issues. The 

proposed model enhanced the CSO algorithm by adding focus boost 

search strategy, introducing variable mode ratio control strategy, and 

improving the tracing model process. 

The first stage of the multi-stage object tracking method is referred to 

as preprocessing, and the second stage addresses multiple object 

identification in frames. To compute the cost function, the CSO 

algorithm's seeking and tracing mode is modified [4]. Improved search 

performance and local exploitation capability are demonstrated in the 

paper [5], which proposes an updated version of the FDB and Levy 

flight in the COA. However, the paper does not provide a thorough 

analysis using a real-time database. The research demonstrated that 

COYOTE produces better results than other optimization algorithms 

by offering a thorough comparison with them [5]. Coyote hunting 

behavior serves as the foundation for the Coyote optimization 

algorithm. It's a meta-heuristic method for solving a range of issues. In 

search spaces, it maintains equilibrium between both investigation and 

utilization. In computer vision problems, coyote optimization is used 

_______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________ 

1 Pimpri Chinchwad College of Eng., Pune, India 

Army Institute of Technology, Pune, India 

ORCID ID :  0000-0001-9510-4336 
2 JSPM RSCOE, Pune, India 

* Corresponding Author Email: yadav.sita1@gmail.com 

https://orcid.org/0000-0001-9510-4336?lang=en


International Journal of Intelligent Systems and Applications in Engineering                                      IJISAE, 2024, 12(6s), 835–839 |  836 

to locate and classify objects. By lowering losses, it maximizes 

detection efficiency [5][6]. In [6], a local optimum, a stochastic global 

optimization technique and optimizations algorithm are presented. The 

paper proposes a new stochastic global optimization technique for 

continuous search-space problems. The recommended method is a 

swarm-based strategy that uses spherical bounds to search a vector 

search space for the best solution [6].  The work proposes a novel 

combination of differential evolution and multi-objective particle 

swarm optimizations, which combines the latter with new procedures 

to solve particular optimization issues [7-8]. The literature review 

reveals that known optimizers are not as effective as nature-inspired 

optimization algorithms. In order to improve object classification and 

detection algorithm optimization, the hybridization of CSO and 

COYOTE optimization is the focus of the proposed work[9]. 

 

3. Algorithm   

3.1. Cat Swarm Optimization (CSO)[7][8] 

The hunting techniques of animals in the cat family serve as the basis 

for the nature-inspired optimization algorithm known as CSO. The best 

solution was found by following the behaviors of cats. Based on 

particular mixture ratios, the population was initially split into seeking 

and tracing modes. The algorithm find best answer by iteratively 

updating values stored to distributed cats. Seeking mode and tracing 

mode are the two main steps of the CSO algorithm [1–5]. The counting 

of dimensions and seeking memory pool are created by the seeking 

mode. To verify the suitability of the optimal solution, the dimensions 

are altered in every duplicate. The feature selection phase is the tracing 

mode in CSO, and it is shown in the following formula,  

 

                       Vk+1 = wt * Vk + a*b*(Xj - Xi )                    (1) 

 

where k is the feature that was previously chosen and Vk is the 

previous velocity at that iteration. For the I iteration, Xi stands for the 

previous iteration position. In j dimensions, new features are 

represented by Xj. A and B represent the constant value and, 

respectively, a randomly generated number between 0 and 1. The cats 

are moved to the most recent optimal position, Xi+1, to provide the 

new feature that was chosen by taking into account their position as of 

late. 

                               Xi+1= i + Vk+1                                        (2) 

3.2. Coyote optimization algorithm(COA)[9] 

The coyote optimization algorithm is based on the idea of coyote 

behavior and social structure sharing [10]. The best feature is 

chosen based on the coyote's position.  Using data from the 

coyotes, the COA determines the pack's cultural inclination. The 

random coyotes are selected with the help of uniform distribution 

of probability represented through values of  𝛿1 and 𝛿2.  

 

                                𝛿1 =  𝛼𝑝,𝑡 −  𝑠𝑜𝑐𝑐𝑟1
𝑝,𝑡

                             (3) 

 

                                𝛿2 =  𝑐𝑝,𝑡 −  𝑠𝑜𝑐𝑐𝑟2
𝑝,𝑡

                             (4) 

In the equation 3 & 4 cr1 and cr2 used to give random coyote 

packs. The values of 𝛿1  and 𝛿2  are taken with ‘p’ pack and ‘t’ 

instance.  

The new social condition for coyote is given below ,   

 

                     𝑛𝑠𝑜𝑐𝑝,𝑡  = 𝑠𝑜𝑐𝑐
𝑝,𝑡

+  𝑟1. 𝛿1 + 𝑟2. 𝛿2                   (5) 

4. Proposed Algorithm  

4.1. Chaser Priorie Wolf (CPW) 

A hybrid optimization algorithm for classification was proposed in the 

paper. The work is based on the CSO and COA algorithms, which are 

inspired by nature. Features were selected based on coyotes' accuracy 

and cats' alertness. The two modes of the work are the tracing mode 

and the seeking mode. The cost function is decreased and the weights 

are adjusted using the CPW algorithm. The feature selection formula 

is represented by the equation below.                                       

                                             α = Ynp + soc                                      (6) 

 

where Ynp denotes the new object-containing box and Y is a random 

number between 0 and 1. Soc stands for shared characteristics. Turning 

on CPW optimization reduces the error occurrence, which is necessary 

for effective classification. Rather than maintaining a constant learning 

rate throughout the training process, the optimization approach adjusts 

learning rate for network weights. To get the best outcome, the weight 

is carefully adjusted to show how the input will affect the output. By 

using this CPW technique, the classifiers' bias and noise are also 

eliminated. To effectively pursue and seize the prey, the chaser must 

modify its position by applying the proper angle and speed. 

                           
Tr

dwnewjC socnewP ,

.. _+=                          (7) 

                  ( ) Tr

dwjvyoldjC socnewCP ,

... _++=                (8) 

newjCP ..  shows updated position of the chaser with dimension ‘ j ’ 

at a specific time instance ‘T ’, and prairie wolves represented by the 

symbol ‘ r ’. Detailed comparison of various optimizers is shown in 

Table 1.  

Table 1: Comparison of various Optimizers 

 

 

Optimiz

ation 

Learning Rate  Convergence 

Speed 

Strengths 

Adam 

[15] 

Momentum used 

with adaptive 

learning rate 

Fast Efficient memory 

utilization 

Adagrad 

[16] 

Adaptive 

learning rates 

parameter wise 

Slow Useful in sparse 

parameter 

situations 

Adadelta 

[18][19] 

Per-dimension 

learning rate 

method 

Moderate Good for online 

learning, no 

explicit learning 

rate 

Coyote 

Optimiza

tion [10] 

Confidence 

Intervals used 

 

Fast Strong 

convergence, 

suitable for non-

convex issues 

Cat 

Swarm 

Optimiza

tion 

[1][2] 

Combining 

exploitation and 

exploration with 

a large number 

of agents 

Moderate Sufficient for 

multimodal 

problems and 

efficient for 

global 

optimization 

Chaser 

Priori 

Wolf 

(CPW) 

Swarm 

intelligence 

combined with 

Fast Robust and 

multimodal 

support for 

ensemble models 
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Optimiza

tion 

(Propose

d) 

adaptive 

learning rates 

5. Methodology 

One of the main tasks in the video content detection task is object 

localization and classification. One method that has been shown to 

work well for improving classifier performance is hyper parameter 

tweaking of CNN-based models. However, it depends on carefully 

choosing the parameters. The CPW algorithm simplifies and 

optimizes. The standard hybridization of the traits of the prairie wolf 

and the chaser leads to the development of the suggested Chaser prairie 

wolf optimization. Results are better with the hybrid classifier that 

combines CPW and Deep CNN. Figure 1 illustrates the steps in the 

process.   

  MSCOCO and PASCAL VOC are the datasets that were used. With 

about 328,000 images, the COCO image dataset was carefully chosen 

to improve image recognition capabilities. The inclusion of difficult 

and excellent visual data for a range of computer vision tasks makes 

this dataset noteworthy. Annotations in the COCO dataset cover a 

variety of tasks, including segmentation, object detection, captioning, 

and more. In contrast, PASCAL VOC is a widely used benchmark 

dataset that addresses issues with object detection, semantic 

segmentation, and classification. This dataset is divided into three 

subsets: 1,449 images assigned to validation, 1,464 images allocated 

for training, and a private testing set for evaluation. 

 
 

Fig 1. Methodology 

 

 
 

Fig. 2: Results (a) Occluded objects, (b) Multiple Objects in 

occlusion 

 

6. Experimental setup   

Python and the Keras library were used to conduct the experiment on 

a Windows 10 PC with 16 GB of RAM. The implementation made use 

of both the PASCAL and COCO datasets. As test inputs, arbitrary 

video clips were used to evaluate the model's performance. 

7. Results  

Figure 2 displays the classification and object detection under different 

object conditions using the suggested CPW optimizer in YOLO V4. 

Different object positions in frames and images are displayed in 

Figures 2(a) through 2(d). The suggested model can successfully 

identify objects that are obscured, in low-light frames, and against 

difficult backgrounds. Three metrics are used to measure performance: 

sensitivity, specificity, and accuracy. The MSCOCO dataset yields 

content detection accuracy of 94% on average, with a few classes 

reaching up to 94% accuracy. With an average sensitivity of 89%, an 

average specificity of 89% is attained. 50 epochs at a learning rate of 

0.001 were employed. The training dataset was 80 per cent and 20 

percent of dataset classes and the average accuracy is 91 percent. With 

an average sensitivity of 89%, an average specificity of 89% is 

attained. 50 epochs at a learning rate of 0.001 were employed. Eighty 

percent of the dataset was used for training, and the remaining twenty 

percent was used for testing. With the Pascal VOC dataset, the average 

accuracy obtained was 84%, the specificity obtained was 92%, and the 

sensitivity obtained was 81%. Figures 3 and 4 illustrate the accuracy, 

sensitivity, and specificity attained using the MSCOCO and PASCAL 

VOC dataset. 
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Fig 3: CPW optimizer implemented with CNN algorithms.  

 
Fig 4: Using the PASCAL dataset, the CPW optimizer with Deep 

CNN is implemented, and the outcomes are compared with other 

classification algorithms. 

 

8. Conclusion  

The deep CNN classifier is used in conjunction with this suggested 

CPW optimizer to address the challenge of object detection in video 

content. Video analytics provide an abundance of important 

information and data regarding how viewers react to this kind of 

content. In this work, the classifier's parameters are optimized with the 

aid of the CPW optimization technique, leading to improved outcomes 

overall. The performance metrics for MSCOCO are 89.50% 

sensitivity, 89.19% specificity, and 89.74% accuracy. More 

astonishingly, PASCAL produces even greater efficiency, highlighting 

the strength and superiority of our method with values of 91.66% 

accuracy, 86.01% sensitivity, and 91.52% specificity. In practice, this 

model can be used for real-time scenarios such as video indexing for 

surveillance, summarization, and watermarking, among others. These 

adaptable applications demonstrate how our research can improve 

different facets of video content management and analysis.  
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