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Abstract: Communication helps people to express their ideas, views, feelings and understand emotions of others. It is a process that is 

dynamic, systematic, transactional, adaptive and continuous. Human gestures have long been an important way of communication for 

people. It includes movement of hands, face or other parts of body. They are used mainly by those who have hearing impairment or are 

non-verbal to communicate with the rest of the world. Sign language is a uses visual-manual modality to convey meanings of messages 

through the employment of gestures, postures and movements. These specially-abled people who have some degree of hearing and 

speaking disability cannot understand oral language spoken by others vis-à-vis sign languages are not understood universally. The 

proposed scheme aims at implementing computer vision which takes sign language from the user and converts them into text. This way 

the communication barrier between deaf, mute people and the rest of the world is bridged. The work focuses primarily on the Hand 

Gesture Recognition system, which offers us a novel, real-time, intuitive, and user-friendly method of computer interaction that is more 

identical to human beings. In the current environment, security and protection are required for any online connection and network 

application. For this, a data hiding algorithm has been created. It uses a dynamic approach of cryptography to implement securing of the 

messages generated through this system. The results depicts the output of Sign Language Recognition. It executed in Jupyter Notebook 

environment using CNN i.e. Convolutional Neural Networks. For each of the evaluated datasets, the CNN model showed good accuracy. 

Despite the new dataset's volume and various settings, it produced good predictions and achieved more than 90 percentage 97% accuracy. 

Additionally, the fact that our dataset was produced under variable conditions such as dim light, heavy applications consuming more 

RAM , which increases power and cpu consumption of Stochastic Gradient Descent Algorithm, but it provides faster and efficient results. 

The proposed system might be considered as a promising solution in medical applications where a convolution neural network is used 

because of its increased accuracy. 
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1. Introduction 

Communication is an essential life skill. Good communication 

leads to better understanding. Sign language is a language used by 

people who cannot hear or speak, using hands to make signals 

instead of spoken words [1]. Deaf and mute individuals who suffer 

with listening or speaking can communicate with each other by 

using sign language, which is a vital communication tool [1-3]. Not 

everybody understands sign language, picking up a new language 

is difficult and time consuming as well for the rest of us. The 

number of people who communicate using sign language 

constitute a major chunk which cannot be ignored as well. 

According to a survey 6.3% of the people living do not havethe 

ability to speak and hear. There are professional translators and 

interpreters who come to the rescue of those who cannot 

understand or use sign language, but the flip side is that their 

service is expensive and may not be available at all times[[4]. The 

minimum rate charged by is translator is very high for few words 

only. Many people cannot afford to pay their service. The sign 

languages of various nations vary. Different sign languages also 

frequently employ non-manual indications like body movements 

and facial emotions. Both hands  or multiple gestures are typically 

used in these indications. The implementation of sign language 

interpretation systems is made more challenging by these issues. 

In order to overcome this, researchers developed systems that can 

understand sign language [5, 6]. This prompted us to take up this 

scheme and contribute to providing a solution for the difficulty 

they face. They can be independent by using an autonomous 

system. This system can also be extended to general, industrial, 

commercial and military environment where surrounding are loud 

and noisy. Communication between people working in noisy 

environments is highly challenging due to the noise as well as 

distractions all around them[7][8].The productivity and hence the 

efficiency of the workers will reduce because of lack of 

communication. They can be easily benefitted by using such 

systems and communicate with ease. The remaining work is 

further organized as follows, Section briefly stated the previous 

work, section 3 mentioned the proposed architecture. Section 4 

gives the details of flow deign, Section 5, introduces the 
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methodology. In section 6, results discussed, finally section 7 

concludes the work. 

2. Previous work 

Brief summary of literature survey carried out has been complied 

in the table 1. 

Table 1. Literature review 

Sl. 

No 

Title of 

Technical 

Paper & Year  

Objectives Gaps 

1 Authored, 

Aradhana Kar 

et al. [2] 

Minimize the 

processing time  

taken for 

mapping the 

sign language 

using video 

based approach 

System 

designed 

was less 

accurate 

Only 70% 

success 

2 Authored,  

Lean 

Karlo et 

al. [3] 

 

Basic static 

signs, numerals, 

and ASL 

alphabets were 

all included in 

the work scope 

(A–Z) 

Avg. time 

per      trail of 

the system 

is more 

3 Authored 

Shailesh 

Bachani et al. 

[9] 

The systems 

convert 

gestures into 

simple words 

and also makes 

up a complete 

sentence in 

English 

ANN(Artifi

cial  Neural 

network) 

process used 

is less 

powerful 

than  CNN 

2020 

4 Deepraj 

Pradhan et al.  

[10] 

This paper used            

Bit Rotation 

technique to 

encrypt the 

given data for 

more secured 

Communication 

The system 

can be 

useful for 

static ISL 

numerical 

signs only 

5 Authored 

B. 

Akiwate 

et al. [11] 

The unicode 

DNA 

technology 

encrypts all 

forms of media, 

including text, 

messaging, 

audio, and 

video. 

Presents 

Computation

al 

complexities 

6 Authored   

Mohamed 

Aktham Ahmed 

al et. [12] 

 

Conduct 

analyses of the 

glove systems 

for SLR device 

characteristics, 

Help 

researchers to 

understand 

the current 

options and 

gaps in this 

develop a 

roadmap for 

technology 

evolution, 

discuss its 

limitations, and 

provide valuable 

insights into 

technology 

area, thus 

contributing 

to this line of 

research. 

 

As seen earlier, communicating with persons who have hearing 

and language impairments is extremely difficult. Systems that can 

identify various indications and provide information to common 

people are thus necessary. 

There exist many systems already which can recognize sign 

language. Identification of sign gestures is mainly done by glove-

based methods, which can be divided into static and dynamic 

recognition. The signer must wear a hardware glove while the hand 

movements are being recorded in this glove-based method [13]. 

Methods based on vision can be further divided into static and 

dynamic recognition. Statics deals with the identification of static 

gestures, whereas dynamic is a real actual recording of the motions 

(2d-images). This entails using the camera to record movement 

[14]. 

 The user of the glove-based technique, as depicted in Figure 1, had 

to put on a specific glove that could detect the position as well as 

the orientation of their hands. Despite being over 90% accurate, it 

looked a little unwieldy for everyday use [15]. The equipment are 

also expensive.  

 

Fig. 1 Glove based approach 

 

The demerits of vision based methods are that it used ANN instead 

of CNN which is less stable and time consuming [16]. Worldwide, 

there are numerous varieties of sign languages. One of the sign 

languages is American Sign Language (ASL) [2], along with 

Bangala Sign Language (BSL). 

The majority of the work done on sign language focused with ASL 

and BSL. The difference between ASL and BSL has been shown 

in figure 2. The BSL which employs the usage of both the hands 

to convey the message instead of one. Hence the accuracy and 

precision of the system were drastically reduced. The work was 

solely limited to include recognition of alphabets.  
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Fig. 2 Usage of ASL vs BSL 

It did not take into account numbers and alphanumeric characters. 

Also they did not predict any words or sentences based upon the 

letters identified. The above mentioned short-comings have been 

considered to overcome in this work. For the analysis ASL has 

been considered. 

 
3. Proposed Architecture  

The most commonly used algorithm for ASL Recognition is Batch 

Gradient Descent algorithm. This is implemented for getting the 

best optimal result with more computation time.  

Table 2: Comparison between Existing and Proposed Design 
 

Sl 

No 

Batch 

gradient 

Descent 

(Existing 

Method) 

Stochastic 

Gradient 

Descent(SGD)  

( Proposed 

Method) 

1 By using 

entire 

Training 

sample, 

compute 

the 

gradient. 

Calculate the 

gradient using 

only one training 

data set 

2 Slow and 

expensive 

algorithm 

in terms 

of 

computati

on 

faster and more 

efficient 

computationally than 

Batch gradient  

3 Not advised for 

large training 

samples 

Large training sample 

sizes are possible to use 

4 Deterministic in 

nature 

Stochastic in nature 

5 Provides the 

best result if 

convergence 

is given 

enough time. 

provides a good solution, 

but not the best 

 

The proposed work[17][18] is based upon Stochastic Gradient 

Descent as it is computation is fast and is easy to fit the memory 

due to a single training sample being processed by the network. 

Comparison [1] between Existing and Proposed algorithm is 

compiled in Table 2: 

Machine learning algorithms frequently use the optimization 

method gradient descent to get the weights or coefficients. [19,20]. 

The  figure 3 depicts the compressional analysis between various 

algorithms SGD is much faster because there are far fewer data to 

modify at once because it chooses a random instance of training 

data at each step before computing the gradient. SGD attempts to 

address the fundamental issue of using the entire training set to 

determine gradients at each step. The SGD error function is noisy 

or moves in zigzags in the direction of global minima. As fewer 

recordings are chosen for each epoch, less computing memory is 

needed. 

𝑓𝑜𝑟 𝑖 𝑖𝑛 𝑟𝑎𝑛𝑔𝑒 (𝑚):  

                    𝜃𝑗 =  𝜃𝑗 −  𝛼(𝑦 �̂� − 𝑦𝑖)𝑋𝑗
𝑖                    (1) 

 

Fig. 3 2D diagram to represent global minima points with loss as 

a function of 2 weights for gradient descent, mini-batch gradient 

descent and stochastic gradient 
For each run of this algorithm's optimization phase, random 

samples from the training data are selected. By doing this, it not 

only fixes computed errors and updates weights in faster rounds, 

but it also aids in the quicker approach to a minimum. It also helps 

to improve computation a whole lot faster. Large datasets often 

can't be held in RAM, which makes vectorization much less 

efficient. At every epoch, it takes in one record, finds out the 

derivative and updates error in the weight. By a technique called 

mini batch SGD, K data points are chosen which is less than n i.e., 

total number of records for every iteration. Stochastic gradient 

descent with momentum is used to remove noise that is involved 

during the training phase of the mode. 

 

4.   Flow Design  

The figure 4 depicts the flow chart of sign language recognition, 

which starts by capturing the image. The image captured is then 

labelled and a label map is created, for this label map TFRecords is 

generated and then updated in pipeline.config. The updated file is 

trained as custom model which is used to detect the SLR input.  

The  figure 5 shows the flow of encryption. The output from 

SLR block is in string format which is fed as input to the 

Cryptography machine module which first performs RAA (to 

generate a partially encrypted keyword.  

To make the keyword more secured character rotation 

technique, ASCII  and Binary conversion is carried out.  
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Fig. 4 Flow chart of sign language recognition 
 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Flow Chart of Crypto Machine 

 

In decryption inverse of encryption takes place to retain back 

the original message. 

 

5. Methodology   

The figure 6 depicts the block diagram of the SLR system. The 

system is already trained with pre-captured images and tested so 

that it works under different conditions. Labelling is the model 

used to train the model. It crops and generates xml files for each 

image. The image captured by the webcam is fed as input to the 

SLR block, which consists of pretrained and tested models. After 

the input is fed it compares with pre-trained gesture and based on 

the comparison output text is displayed on Monitor which will be 

in string format. This output string is then encrypted using RBA 

i.e., Reverse Binary Algorithm and a binary equivalent encrypted 

keyword is generated[21]. Then by inverse RBA technique the 

encrypted keyword is retained back. 

5.1 Image Capturing  

The very first step is capturing images through the webcam or a 

static camera as shown in figure 7 with help of OpenCV library. 

OS, time and uuid dependencies are used in this step to capture 

image and provide distinct names for each image. Each sign 

language pose is allotted a specific label and number of images that 

has to be captured and later trained upon a pre-trained model using 

transfer learning. Collecting images with different orientations is 

ideal to get a better  efficiency, and to remove noise in the images 

Gaussian filter is used whose impulse response is Gaussian 

function. These captured images are stored in a centralized 

database at first and eventually partitioned. 

 

 

 

 

 

 

 

 

 

Fig. 7: Capturing an Image using OpenCV 

5.2 Image labelling: 

After capturing the images, each images are labelled 

manually. It is the process of identifying and marking 

necessary details of an image. LabelImg is a graphical 

image annotation tool that is written in python[22][23] 

and Qt for its graphical interface. This package is used to 

help setting up label for every image. It creates XML 

files as shown in figure 8 which contains all meta 

information like size, folder path representing an object. 

The given object can be cropped and assigned label 

accordingly as shown in figure 9.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: A Sample XML file 
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Fig. 9: Create a label for each sign language pose 
 

 

                 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10: Sample script for creating labelmap.pbtxt 
 

5.2 Create labelmap:  
Once all images are labeled as depicted in figure 10, they are 

partitioned into training and testing folders [24-26]. The model 

will be allowed to train on certain set of data and evaluated on 

different data which ideally helps in reducing the chances of 

overfitting. A labelmap provides a means to represent an item with 

name and id attributes. This file is usually created to make an 

object detection model recognize the particular sign language pose 

using Stochastic Gradient Descent Algorithm. This is stored in 

pbtxt file format which is understood by Tensorflow library 
 

5.4 Generate TfRecords:  

An object detection model named ssd_mobNet is always trained 
using TFRecord. The TFRecord is a Tensorflow format that is used 
for storing a sequence of binary records. It is special file format 
used by Tensorflow Object Detection API[27]. We generate 
records using generate_tfrecord script by importing it from the 
official repository and generate TFRecord scripts for each of train 
and test data partitions as shown in figure 11 

 

Fig. 11 TFRecords used to store and process images in files 

 
To use data extracted from TFRecord for training a model, an 

iterator will be created on the dataset object. The data extracted 

from TFRecords is later sent to train our model. 

 

5.5  Update pipeline.config:  
 Download the ssd_mobileNet_v2 (pre-trained models) from 

tensorflow. Baseline configuration is the set of steps and model 

information that is used in order to train the model . With the help 

of ssd_mobileNet_v2 pre-trained model, we leverage the power 

of transfer learning and provide the trained data information into 

the pre-trained model and they are stored as shown in the figure 

11. The captured images are originally in RGB format. They are 

converted into their respective binary images depending on 

pixelation values. The baseline configuration consists of all 

necessary parameters like num_classes, the batch size (data 

processed within each epoch), path of label_map, and tfrecords, 

etc 

 

5.6  Training the custom model:  
The very last step is to train deep learning model by feeding all 

the custom images [28, 29]. The training model is used to run the 

input data through the algorithm to correlate the processed output 

against the sample output as shown in figure 12.The result from 

this correlation is used to modify the model. There is a provision 

to change the step size for the given pipeline configuration. This 

can be adjusted to optimal efficiency. The learning rate for each 

epoch can be varied so as to get least minimum error cost 

function. 

 

 

 

 

 

 
 

 

 

 

 

 

 

Fig. 12 Image that depicts how to train deep learning model 
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5.7  Encryption:  
The text generated from the Sign Language recognition needs to 

be safeguarded[30]. Hence this work uses a Reverse Binary 

Algorithm (RBA) technique to encrypt the data. The above 

generated text is given as input to the encryption module. The 

encryption module consists of pre-defined keys that are used to 

produce different character set for the input string based on RAA 

technique which uses the concept of reverse string. Now the text 

generated is partially encrypted but can be easily cracked by an 

intruder. Hence to make it more secured and maintain the secrecy 

of the text some more parameters are included, which are - 

Character Rotation, Converting the character to their respective 

ASCII value and Obtaining Equivalent Binary Number of the 

ASCII value. 

 

5.8  Decryption: 
After obtaining the encrypted keyword it has to be converted 

back to its original form. Hence Reverse RBA technique is used 

to decrypt the data. As encryption uses a very complicated 

algorithm, decryption algorithm used is also equally complicated 

and follows 4 steps - Obtaining Equivalent ASCII value of the 

Binary Number, Converting the ASCII value to their respective 

character, Reverse Character Rotation, Reverse RAA Technique 

6. Results 
The following images depicts the output of Sign Language 

Recognition. As mentioned above it has been executed in Jupyter 

Notebook environment using CNN i.e. Convolutional Neural 

Networks. In the  figure 13 SLR is shown recognizing letter “A” 

with an accuracy of 97%. If the accuracy of recognition is above 

95% then it indicated through a green colored frame and if the 

accuracy is below 95% it is appears in a white colored frame 

 

 

 

 

 

 

 

 

 

Fig. 13 SLR Recognizing Alphabet “A” 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14  SLR Recognizing Alphabet “D” 

In the above figure 14 SLR is shown recognizing letter “D” 

with an accuracy of 90%. As the accuracy is below 95% it is 

appears in a white coloured frame.  

This scheme not only recognizes alphabets but also 

recognizes numbers and common phrases used in everyday 

life. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 15 SLR Recognizing Number 0 

 
The above fig 15 shows SLR Recognizing Number 0. As 

mentioned above the output of SLR is in string format. Hence, we 

get the output in terms of string as “Zero” for number 0. 

The figure 16 shows SLR Recognizing Number 4. As mentioned 

above the output of SLR is in string format. Hence, we get the 

output in terms of string as “Four” for number 4. These are some 

of the commonly used phrases recognized by SLR . 

 

 

 

 

 

 

 

 

 

Fig. 16 SLR Recognizing Number 4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 17: SLR Recognizing the Phrase “What is your name?” 
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The above figure 17 depicts SLR detecting the Phrase “What is 

your name?”, which is fed as a input to the cryptoMachine which 

encodes the word and converts it into its binary equivalent based 

on the ASCII value of the characters. The output of both 

encryption and decryption is shown in figure 18. 

 

      

 

 

 

 

    

 

 

 

 

 

 

 

 

Fig. 18 : CryptoMachine output for the Phrase “What is your 

name?”  

 

 

 

 

 

 

 

 

 

 

 

 

 
.Fig. 19: SLR Recognizing the Phrase “How are you?” 

The above figure 19 depicts SLR detecting the Phrase “How are 

you?” which is fed as a input to the cryptoMachine which encodes 

the word and converts it into its binary equivalent based on the 

ASCII value of the characters. The output of both encryption and 

decryption is shown in figure 20. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 20  CryptoMachine output for the Phrase “How are you?” 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 21: SLR Recognizing the Phrase “Greetings!” 

The figure 21 depicts SLR detecting the Phrase “Greetings!” 

which is fed as a input to the crypto Machine which encodes the 

word and converts it into its binary equivalent based on the 

ASCII value of the characters. The output of both encryption and 

decryption is shown in figure 22.  

 

 

 

 

 
 

 

 

 

 

 

 

Fig. 22: CryptoMachine output for the Phrase “Greetings!” 

 

 
 

 

Fig. 23: Performance analysis of different SLR algorithms 

Based on the above figure 23,  depicts the performance analysis of 

different algorithms. 
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The below table 3 concludes that though power and cpu 

consumption of Stochastic Gradient Descent Algorithm is more 

but it provides faster and efficient results.  

 

Parameters  Mini 

Batch 

Gradient 

Descent 

Algorithm  

Batch 

Gradient 

Descent 

Algorithm  

Stochastic 

Gradient 

Descent 

Algorithm  

Power  22.03% 26.42% 43.4% 

Timer  2.1s 3.2s 0.9s 

CPU 

consumption  

14.9% 12.2% 15.2% 

Efficiency  ≤ 75% ≤ 70% ≥ 90% 

 

Note: the following analysis have been deduced after integrating 

SLR algorithms with Reverse Binary Algorithm 

 

7. Conclusion  

This model proposed reflects the design of next-generation sign 

language recognizers. A new system designed with a output 

consistent with the provided data input. The system has used hand 

postures for communication in input, and gives output in English 

alphabets. This design can be used in various industrial, 

commercial, military and personal environments.  

The system is a faster way of recognizing sign language poses. The 

model has used images and their corresponding xml files as the 

input and ssdmobilenet_v2 as a pre-trained model to render the 

output with help of transfer learning. Tensorflow and OpenCV are 

run using python. The system can be used outdoors and can 

provide sign for different poses which the user enacts.  

This is useful to automate the work of interpreters and minimizing 

human workforce. It also saves time and reduces the risk of 

misinterpretation because the system is more accurate when 

compared to manual prediction.  

This way the communication barrier between deaf, mute people 

and the rest of the world is overcome. The system also aims at 

encrypting the data using secure and advanced algorithms so that 

there is no data breach to malicious third parties.  

The future scope of the scheme can be expanded to include other 

sign languages such as Indian sign language, Bangla sign language 

etc. The time taken to give output by the system can be further 

reduced by using better algorithm designs which are faster, hence 

taking less computational time. Speed of the system can be 

increased by reducing latency i.e. the delay from input into a 

system to desired outcome.  More number of images can be 

included in dataset and trained to increase accuracy and precision 

of the system therefore the efficiency of the process will be 

enhanced. 
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Fig. 6 Block diagram of proposed system 
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