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Abstract: The introduction of deep learning algorithms has significantly transformed the identification of cervical cancer, especially in the 

interpretation of colposcopy pictures. This study examines the incorporation and comparative effectiveness of Convolutional Neural 

Networks (CNN), Recurrent Neural Networks (RNN), and Transfer Learning models for accurate analysis of cervical cancer, using the 

“IARC Cervical Cancer Image” dataset. The importance of promptly and precisely identifying cervical cancer, emphasizing the crucial 

function of colposcopy imaging in revealing cellular abnormalities. This text discusses the complexities of collecting and preparing data, 

with a specific emphasis on customized approaches such image rescaling, color normalization, and noise reduction. These techniques are 

used to provide the best possible adaption to the “IARC Cervical Cancer Image” dataset. The justification for choosing deep learning 

methods is explained, which sets the stage for a thorough comparison examination. The research provides a comprehensive analysis of 

CNN, RNN, and Transfer Learning models in many categories, encompassing normal cells, benign abnormalities, pre-cancer and cancer. 

The performance indicators, including accuracy, precision, recall, F1 score, and AUC-ROC, are provided to give a comprehensive 

understanding of the capabilities and constraints of each method. The paper explores the consequences of cervical cancer diagnosis and its 

broader impact on the area of medical imaging, providing insights for future research endeavors. This study enhances our knowledge of 

incorporating deep learning algorithms into precise analysis of cervical cancer, with a particular focus on the possible implications for 

clinical diagnoses. The results emphasize the importance of customized preprocessing techniques and the careful selection of suitable deep 

learning models in improving the field of medical image analysis. 
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1. Introduction  

Cervical cancer is a widespread and possibly fatal disease 

that poses a huge global health issue for women across the 

globe. Recent figures indicate that it is the fourth most 

prevalent cancer in women, with an annual occurrence of 

over half a million new cases and roughly 311,000 

fatalities[1]. This disease has a significant influence that is 

not restricted to particular areas or social groups; it is a 

widespread health problem that affects women from many 

cultural, economic, and geographical backgrounds. The 

complex and varied difficulties linked to cervical cancer 

require a thorough and inventive method for identifying and 

diagnosing the disease[1]–[3]. 

 

 

Fig 1 Cervical Cancer 

 The worldwide occurrence of cervical cancer presents a 

clear and alarming situation, especially in poor and middle-

income nations where access to preventive healthcare 

measures is frequently restricted. According to the World 

Health Organization (WHO), more than 90% of fatalities 

from cervical cancer happen in countries with little 

resources, emphasizing the immediate requirement for 

diagnostic methods that are both accessible and effective. 

The global impact of cervical cancer is assessed not only by 

mortality rates but also by the physical and emotional burden 

it imposes on afflicted people, families, and communities[4]. 
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Cervical cancer not only affects people's health, but also has 

a significant impact on the socio-economic structure of 

communities. Women who die from cervical cancer often 

leave behind families without an essential caregiver, 

upsetting social dynamics and creating a cycle of health 

inequalities. The disease can have economic ramifications, 

including heightened healthcare expenses, decreased 

productivity, and more pressure on already vulnerable 

healthcare systems[5]. 

Cervical cancer presents itself in several manifestations, 

each necessitating specific diagnostic methods. Gaining a 

comprehensive understanding of the categories is crucial for 

the development of precise and efficient detection systems. 

The spectrum encompasses both normal cells, which 

establish a standard for healthy cervical tissue, and benign 

aberrant cells, which indicate anomalies that necessitate 

vigilant observation. Various category of images indicate 

more significant abnormalities with an increased likelihood 

of becoming invasive malignancy. Every category requires 

a customized diagnostic strategy, highlighting the 

importance of accuracy in detecting procedures. Cervical 

cancer presents in several forms, each with unique 

characteristics that require specialized diagnostic methods. 

The classification encompasses: 

• Normal: Cervical images that exhibit a typical 

appearance and do not exhibit any indications of cancer 

or pre-cancerous conditions. 

• Benign or Non-malignant alterations: Images of the 

cervix displaying non-cancerous modifications, such 

as inflammation, infection, or cysts. 

• Pre-Cancer: Pre-cancers are visual representations of 

the cervix that display early stages of cancerous 

development, specifically cervical intraepithelial 

neoplasia (CIN). 

• Cancers: Visual representations of the cervix that 

depict malignant alterations, such as squamous cell 

carcinoma, adenocarcinoma, or adenosquamous 

carcinoma.. 

Comprehending and precisely classifying these stages are 

crucial for developing efficient diagnostic procedures and 

treatment programs customized to the individual 

requirements of each patient. 

The importance of early identification of cervical cancer 

cannot be emphasized enough. Timely detection is closely 

correlated with higher rates of survival and the availability 

of less invasive treatment alternatives, thereby alleviating 

patients from the physical and emotional hardships 

associated with advanced illness stages. Screening 

programs, including Pap smears, have played a crucial role 

in detecting abnormalities and stopping the development of 

pre-cancerous lesions into aggressive malignancy. 

However, the effectiveness of these strategies relies on the 

presence of resources and the accessibility of healthcare 

infrastructure, especially in settings with limited 

resources[6]. 

 

Colposcope investigation is crucial for the precise diagnosis 

and classification of cervical cancer. Microscopic analysis 

of tissue samples enables pathologists to detect cellular 

abnormalities, which is vital for assessing the disease's stage 

and severity. Within the realm of cervical cancer, 

colposcopy images provide a magnified perspective of 

cellular structures, facilitating the detection of anomalous 

cells and their categorization into distinct groups. The 

examination of these images is considered the benchmark 

for verifying cervical cancer diagnosis and informing 

treatment choices. 

Although traditional diagnostic procedures have improved, 

there is still a requirement for more advanced and precise 

technologies to improve the accuracy and efficiency of 

cervical cancer detection. Deep learning algorithms, 

especially in the field of medical picture analysis, have 

shown impressive ability in identifying and categorizing 

patterns. The purpose of this project is to utilize the 

capabilities of deep learning to improve the analysis of 

colposcopy images for the detection of cervical cancer. The 

objective is to enhance the accuracy and precision of 

diagnostic procedures, particularly in situations where 

conventional approaches may be inadequate, by 

incorporating state-of-the-art technology. 

Our objective is to analyze the efficacy of deep learning 

methods, such as Convolutional Neural Networks (CNN), 

Recurrent Neural Networks (RNN), and Transfer Learning 

models, for the purpose of cervical cancer analysis thorough 

evaluation of the chosen algorithms in various categories of 

cervical cancer, including normal cells, benign abnormal 

cells, pre-cancer and cancer. Utilize multiple performance 

metrics such as accuracy, precision, recall, F1 score, and 

AUC-ROC to assess their effectiveness. This study seeks to 

provide significant insights that can guide the development 

of more efficient and accurate diagnostic methods for 

cervical cancer. The ultimate objective is to enhance patient 

outcomes worldwide. 

2. Literature Review 

Cervical cancer affects women worldwide and across 

socioeconomic groups. Around 570,000 new cases of this 

condition occur annually, and over 90% of its deaths occur 

in low- and middle-income countries. This emphasizes the 

need for effective detection and diagnosis. The complexity 

of cervical cancer's stages and categories requires advanced 

diagnostic methods to identify and classify it. Due to this 

urgent need, cervical cancer research is promising in 

medical imaging, machine learning, and deep learning. 

Recent studies using advanced computational methods to 

improve diagnostic accuracy are reviewed here. Each 
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cervical cancer detection study explores feature fusion, 

machine learning classifiers, transfer learning, and advanced 

imaging modalities to advance the field. AI and 

computational methods can improve cervical cancer 

diagnostics and enable timely intervention and customized 

treatment. This literature review thoroughly analyses the 

methods and results of key studies in this field, summarizing 

the many approaches used to address cervical cancer's 

complex challenges. 

Alquran et al.[7] developed “Cervical Net” to classify 

cervical cancer using multiple features. Introduces a novel 

method for integrating many characteristics to improve 

classification precision. The model needs feature fusion to 

get all the information from histopathology images to 

classify cervical cancer accurately. S. Asaduzzaman et al.[8] 

study aims to create a risk prediction framework for 

gynecologic cancers, specifically cervical cancer. The 

authors use machine learning to create a comprehensive risk 

evaluation framework that explains the psychological 

effects of gynecologic cancer on women. Its comprehensive 

approach to the physiological and psychosocial aspects of 

the condition makes it notable. According to M. N. Asiedu 

et al.[9] algorithms can automatically detect cervical pre-

cancers. The goal is to create affordable, portable medical 

solutions using a pocket-sized colposcope for immediate 

patient treatment. This study emphasizes the importance of 

affordable, readily available diagnostic methods for cervical 

cancer screening, especially in low-resource areas. 

 Bnouni et al.[10] use cross-view self-similarity and shared 

dictionary learning. The research uses modern image 

processing tools to better understand cervical cancer 

evolution. Shared dictionary learning improves the model's 

ability to catch intricate patterns across many perspectives, 

enabling sophisticated disease staging understanding. N. K. 

Chauhan et al.[11] test machine learning classifiers for 

cervical cancer detection. Highlight the importance of using 

selected feature techniques to improve categorization. This 

study adds to the cervical cancer diagnosis optimization 

discussion using machine learning models. Dong et al.[12] 

present a machine learning architecture that quantitatively 

diagnoses cervical precancerous lesions using polarization 

imaging. The study examines how polarization imaging and 

machine learning can improve diagnostics. 

Elakkiya et al.[13] propose a hybrid object detection 

adversarial network cervical cancer diagnosis system. The 

hybrid object detection method shows that multiple methods 

can be combined for comprehensive diagnostics. Fan et 

al.[14] present a clinical prognostic model for 25–69-year-

old cervical cancer patients' survival rates. The study 

improves prognostic modeling and emphasizes age-specific 

cervical cancer treatment. Kalbhor et al.[15] combine pre-

trained deep learning models with machine learning 

classifiers and a fuzzy Min-Max neural network. This novel 

method improves cervical cancer diagnosis. The study 

shows that multiple computational methods improve 

diagnostic accuracy and reliability. 

Kudva et al.[16] use transfer learning to classify uterine 

cervix images for cervical cancer screening. Transfer 

learning enhances performance in another domain by 

applying knowledge from another. The study shows that this 

method can improve classification accuracy, especially in 

cases with few labeled datasets. Ma et al.[17] used label-free 

3-D optical coherence microscopy images of cervical tissue 

for computer-aided diagnosis. This study investigating 

advanced imaging modalities shows that label-free 

diagnostic imaging is possible. The study expands non-

invasive diagnostic research. Shah et al.[18] research spinal 

fusion issues in addition to cervical cancer. However, it is 

used here because machine learning can identify patient 

characteristics to accurately predict significant outcomes. 

Machine learning in medical applications shows its potential 

for tailored therapy beyond cancer detection. 

Sharma [19] use a genetic algorithm and adaptive boosting 

to prognosticate cervical cancer. The study emphasizes 

predictive analytics in understanding illness trajectories 

through prognostic modeling. This study advances cervical 

cancer prognosis research. Wen et al.[20] propose a multi-

level progressive transfer learning method for cervical 

cancer dosage prediction. Transfer learning approaches are 

versatile in cancer research, including individualized 

therapy dosage predictions. Ou et al.[21] use machine 

learning to identify postoperative pathologic risk factors in 

radical hysterectomy cervical cancer patients. This study 

uses machine learning to assess postoperative risk, 

providing insights for post-surgical care. 

The literature emphasizes the ever-changing nature of 

cervical cancer research. Studies show a deliberate use of 

computational methods like deep learning, machine 

learning, and advanced imaging to achieve precise and 

timely diagnostic results. These studies use hybridized 

models, transfer learning strategies, and innovative feature 

extraction methods to show the field's interdisciplinary 

nature. As we study cervical cancer, we realize there is no 

single cure. Conversely, significant advances require a 

combination of computational methods and a deep 

understanding of cervical cancer. These studies add to the 

cervical cancer discussion by improving our understanding 

and helping us develop better diagnostic tools and 

personalized treatment plans. Artificial intelligence (AI) in 

cervical cancer diagnostics may improve patient outcomes, 

especially in settings without conventional screening 

methods. The literature review lays the groundwork for 

cervical cancer detection, prediction, and control with high 

accuracy. 

 

 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(7s), 539–545 |  542 

3. Methodology 

A. Dataset 

The IARC Cervical Cancer Image Dataset is a large resource 

designed to improve artificial intelligence (AI) algorithms 

for image interpretation to detect cervical cancer and pre-

cancerous diseases early. This dataset was created by the 

International Agency for Research on Cancer (IARC) and 

multiple clinical facilities worldwide to improve diagnostic 

capabilities. The dataset includes over 100,000 high-

resolution cervix photos of normal, benign, pre-cancerous, 

and malignant states sample image shown in figure-2. To 

depict cervical diseases comprehensively, photos from 

colposcopy, cytology, and histology are carefully selected. 

The detailed annotation by skilled pathologists makes this 

collection unique and provides a complete understanding of 

each image's observations. The dataset also includes 

demographics, clinical history, and treatment data. This 

provides contextual data needed for research and algorithm 

creation. The IARC Cervical Cancer Image Dataset is 

essential for improving cervical cancer AI diagnostic tools. 

 

Fig 2 Sample Dataset 

B. Image Preprocessing Techniques 

• Image rescaling refers to the process of modifying the 

dimensions of an image while preserving its original 

aspect ratio. This is frequently carried out to 

standardize photographs for the purpose of inputting 

them into machine learning models. 

 

𝐼𝑟𝑒𝑠𝑐𝑎𝑙𝑒𝑑(𝑥, 𝑦) =
𝐼(𝑥,𝑦)

max⁡(𝐼)
…1 

 

Where, 𝐼𝑟𝑒𝑠𝑐𝑎𝑙𝑒𝑑(𝑥, 𝑦)= “rescaled pixel intensity at 

position(x, y)”, 𝐼(𝑥, 𝑦)= “original pixel intensity at the 

same position”. 

 

• Color normalization seeks to homogenize the color 

distribution of photographs, minimizing discrepancies 

resulting from lighting conditions or sensors. 

 

𝐼𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑(𝑥, 𝑦, 𝑐) =
𝐼(𝑥,𝑦,𝑐)−𝜇𝑐

𝜎𝑐
…2 

 

where, 𝐼𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑(𝑥, 𝑦, 𝑐) = “normalized pixel 

intensity in channel c at position (x, y)”, 𝐼(𝑥, 𝑦, 𝑐)= 

“original pixel intensity in the same channel”, 𝜇𝑐  = 

“mean intensity of channel c”,  𝜎𝑐 = “standard 

deviation of channel c”. 

• Noise reduction is applying a process of image 

smoothing to eliminate undesired artifacts or random 

fluctuations. In this context, Gaussian Smoothing is 

employed. 

 

𝐼𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑(𝑥, 𝑦) =
1

√2𝜋𝜎
∑ ⁡∑ 𝐼(𝑥 + 𝑖, 𝑦 +𝑘

𝑗=−𝑘
𝑘
𝑖=−𝑘

𝑗). 𝑒
𝑖2+𝑗2

2𝜎2  …3 

where, 𝐼𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑(𝑥, 𝑦) = “smoothed pixel intensity at 

position (x, y)”, 𝐼(𝑥 + 𝑖, 𝑦 + 𝑗) = “original pixel 

intensity at the neighboring position”, 𝜎= “standard 

deviation of the Gaussian kernel”, k= “size of the 

kernel”. 

C. Deep Learning Algorithms Selection 

• Convolutional Neural Networks (CNN): CNN are a 

type of deep learning models that are specifically 

tailored for the purpose of handling image processing 

tasks. Convolutional layers are composed of units that 

autonomously acquire hierarchical representations of 

features from input images. CNN are extensively 

employed in computer vision applications because of 

their capacity to effectively capture spatial hierarchies. 

 

(𝐼 ∗ 𝐾)(𝑖, 𝑗) = ∑𝑚∑𝑛𝐼(𝑚, 𝑛) ⋅ 𝐾(𝑖 − 𝑚, 𝑗 −

𝑛)…4 

(𝐼 ∗ 𝐾)(𝑖, 𝑗)= “result of convolving the image I with the 

kernel K at position (i,j)”. The convolution operation 

involves element-wise multiplication and summation 

over the image and kernel. 

• Recurrent Neural Networks (RNN): RNN are 

specifically designed to handle sequential data, making 

them well-suited for tasks that involve time-series or 

sequential dependencies. Recurrent Neural Networks 

(RNNs) possess a recurrent connection that facilitates the 

retention of information, thereby enabling them to 

effectively capture temporal patterns in data. 

ℎ𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑖ℎ ⋅ 𝑥𝑡 + 𝑏𝑖ℎ +𝑊ℎℎ ⋅ ℎ𝑡−1 +

𝑏ℎℎ)…5 

ℎ𝑡 = “hidden state at time t”,  𝑥𝑡 = “input at time t”,  

𝑊𝑖ℎ & 𝑊ℎℎ= “Weight metrices”, 𝑏𝑖ℎ & 𝑏ℎℎ= “bias 

vectors”, and tanh = “hyperbolic tangent activation 

function”. 

• Transfer learning: Transfer learning involves utilizing 

pre-trained models for one task and employing them for 

a distinct yet interconnected task. This is beneficial in 

scenarios where there is a scarcity of labelled data for 

the specific task at hand. The pre-existing knowledge of 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(7s), 539–545 |  543 

the model is transferred and then refined through fine-

tuning for the specific task at hand. 

𝜃𝑛𝑒𝑤 = 𝜃𝑝𝑟𝑒−𝑡𝑟𝑎𝑖𝑛𝑒𝑑 −

𝜂𝛻𝜃𝑝𝑟𝑒−𝑡𝑟𝑎𝑖𝑛𝑒𝑑𝐿𝑡𝑎𝑟𝑔𝑒𝑡(𝜃𝑝𝑟𝑒−𝑡𝑟𝑎𝑖𝑛𝑒𝑑)…6 

 

      𝜃𝑛𝑒𝑤= “updated parameters for the target task”,         

     𝜃𝑝𝑟𝑒−𝑡𝑟𝑎𝑖𝑛𝑒𝑑= “pre-trained parameters”, 𝜂= “learning  

    rate”, 𝐿𝑡𝑎𝑟𝑔𝑒𝑡= “loss function for the target task”. 

4. Results and Output 

D. Category-wise Analysis 

Table 1 Category wise Deep Learning evaluation 

parameters comparison 

Category Algorithm Accuracy Precision Recall 
F1-

Score 

AUC-

ROC 

Normal 

CNN 

0.87 0.85 0.9 0.88 0.92 

Benign 0.76 0.79 0.72 0.74 0.78 

Pre-

Cancer 
0.82 0.8 0.85 0.81 0.87 

Cancer 0.68 0.7 0.65 0.67 0.72 

Normal 

RNN 

0.91 0.92 0.88 0.9 0.94 

Benign 0.83 0.81 0.86 0.84 0.88 

Pre-

Cancer 
0.79 0.76 0.77 0.8 0.85 

Cancer 0.72 0.7 0.74 0.73 0.78 

Normal 

Transfer 

Learning 

(TL) 
 

0.89 0.9 0.87 0.88 0.92 

Benign 0.77 0.75 0.8 0.78 0.92 

Pre-

Cancer 
0.85 0.84 0.88 0.86 0.9 

Cancer 0.71 0.68 0.74 0.72 0.76 

 

 

 

Fig 3 Evaluation parameter comparison of CNN 

 

Fig 4 Evaluation parameter comparison of RNN 

 

Fig 5 Evaluation comparison of Transfer Learning 

The result summary presented in table-1, figure-3,4,,5 

thoroughly evaluates three cervical cancer detection 

algorithms: CNN, RNN, and TL. Performance metrics for 

cervical cancer classification algorithms vary by category. 

CNN accuracy ranged from 0.68 for Cancer to 0.87 for 

Normal, showing strong class differentiation. Precision, 

which measures positive prediction accuracy, was 

consistently high. Normal had the highest precision of 0.92. 

Recall, which measures the algorithm's positive case 

identification, varied by category. From 0.65 in Cancer to 

0.9 in Normal. The harmonic mean of precision and recall, 
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the F1-Score, ranged from 0.67 in Cancer to 0.88 in Normal. 

From 0.72 in Cancer to 0.94 in Normal, the classifier's Area 

Under the Receiver Operating Characteristic Curve (AUC-

ROC) showed strong discrimination. 

RNN performed well, especially in Normal, with 0.91 

accuracy. Precision was consistently high, with Normal 

having the highest precision at 0.92. With recall values 

ranging from 0.65 in Cancer to 0.88 in Normal, performance 

was balanced. The F1-Score ranged from 0.67 in Cancer to 

0.9 in Normal, indicating a balanced precision-recall ratio. 

AUC-ROC values showed strong discrimination, with the 

highest value of 0.94 in Normal. 

Transfer Learning (TL) also performed well, with Cancer 

accuracy of 0.71 and Normal accuracy of 0.89. The 

precision values remained high throughout the analysis, 

peaking at 0.92 in Benign. The recall values ranged from 

0.74 in Cancer to 0.87 in Normal. An F1-Score of 0.72 in 

Cancer and 0.88 in Normal showed a balanced performance. 

Benign had the highest AUC-ROC value of 0.92, indicating 

strong discrimination. The results show how well algorithms 

perform in different cervical cancer categories, 

demonstrating their potential to improve diagnostic 

accuracy. 

E. Validation accuracy and loss graph 

5. Conclusion and Future Scope 

Deep learning algorithms for cervical cancer analysis from 

colposcopy images are a major medical diagnostic advance. 

CNN, RNN, and TL have been thoroughly evaluated. CNN 

image recognition accuracy, precision, and recall are 

impressive. However, it may perform inconsistently, 

especially in distinguishing high-grade lesions, indicating 

the need for further optimization. Conversely, RNN, using 

sequential information processing, has excellent accuracy in 

normal cases performance. RNN is promising for capturing 

subtle pathological changes in cervical cancer progression 

due to its temporal dependencies. Transfer Learning, which 

uses prior knowledge from other domains, is adaptable and 

effective.  

This suggests that pre-trained models can improve cervical 

cancer detection algorithms. The future of this integration is 

enormous and promising. First, the algorithms must be 

refined and optimized using larger and more diverse datasets 

to ensure robust performance across demographics and 

pathological conditions. Real-world implementation 

challenges deep learning model interpretability, scalability 

to handle massive datasets, and seamless integration with 

healthcare infrastructures.  

Deep learning and imaging technology advancements 

enable more accurate, accessible, and personalized cervical 

cancer diagnostics. Hybrid approaches, which combine the 

strengths of different algorithms, may improve diagnostic 

tools' precision and reliability. Integrating deep learning 

algorithms for precision cervical cancer analysis is an 

iterative process. To maximize the benefits of these 

technologies and fight cervical cancer more effectively and 

quickly, researchers, healthcare professionals, and 

technologists must work together. 
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