
 

 

International Journal of 

INTELLIGENT SYSTEMS AND APPLICATIONS IN 

ENGINEERING 
ISSN:2147-67992147-6799                                       www.ijisae.org Original Research Paper 

 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(1), 676–682 |  676 

 

Novel Serendipitous Recommender System using Relevance Scores 

for Long Tail Items 

Saurabh Tandel*1, Keyur Rana2 
 

Submitted: 28/08/2023         Revised: 21/10/2023           Accepted: 01/11/2023 

Abstract: Assisting users to aid in decision making while doing e-commerce purchases is a primary task of a traditional Recommender 

System. But often there is a necessity to give equitable importance to the products somehow ignored by the traditional Recommender 

Systems. Drawing less number of ratings from the users of the system should not be the reason to make the item fall into the long tail list 

of non-popular Items. To overcome such Recommender System issues of ‘Long Tail’ and ‘Popularity Bias’, we are proposing a new 

Serendipitous Recommender System using k nearest neighbor approach coupled with the Bhattacharyya coefficient to recommend not only 

novel but also at the same time, the relevant set of Items out of the long tail list of non-popular Items. 
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1. Introduction 

Recommender Systems can be defined as programs which attempt 
to recommend the most suitable items (products or services) to 
particular users (individuals or businesses) by predicting a user's 
interest in an item based on related information about the items, 
the users and the interactions between items and users [1-4]. To 
provide genuine recommendations to a user so that the suggested 
items or products are offering the utmost satisfaction should be 
given the priority while designing any Recommender System [5-
6]. There are plenty of Recommender Systems available in the 
literature. But the items offered as recommendations by the 
majority of the Recommender Systems do have the tendency to 
recommend popular or easily identifiable or routine items [7-8].  

Because these offerings by the majority of the Recommender 
Systems lack the components of novelty and serendipity, such 
Recommender Systems end up facing the issues of ‘Popularity 
Bias’,  ignorance of the ‘Long Tail’ items and ‘Matthew Effect’ etc 
[5-12]. Because of such shortfalls of the traditional Recommender 
Systems, the products which are popular in the catalog have the 
tendency to gain even more popularity and contribute to the ever 
expanding lengthy list of the ‘Long Tail’ of ‘Non-Popular’ Items, 
waiting to be recommended for the endless time, leading towards 
the starvation [5-10]. 

It has been noticed many times that some Items get exaggerated 
popularity, while the long list of multiple Items keep striving to 
attain user awareness and user preferences. This issue is better 
known as ‘Popularity Bias’ or ‘Matthew Effect’ in literature [5-8], 
[11-12] as also mentioned in the following Fig. 1. 
 

 
Fig. 1.  Popularity Bias Explanation 

 
Moreover, there is always a possibility of introducing new or niche 
items better known as ‘Cold Start Items’ in the overall catalog of 
products [13-14]. Now, to make such new or niche items forming 
the ‘Long Tail’ catch the attention of the users of the system, there 
is always a need to improvise the system so that every product in 
the entire catalog gets the equitable attention and identification [9-
10].  

The remainder of the paper is organized as follows: Section II 
reviews the relevant work; the proposed work is presented in 
Section III; Section IV is all about the experiments; we present 
results and analysis in Section V and we conclude the paper in 
Section VI.  

2. Related Work 

We mostly find the Recommender Systems providing 

suggestions/recommendations striving for accuracy and closeness 

with the user profiles [3]. But, as it is found in many past research 

papers that in order to fulfill the criterion of accuracy and closeness 

with the user profiles, the system keep recommending the items 
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which may not always be ensuring the usefulness for the user and 

hence, being unable to justify the more important parameter of user 

satisfaction and ultimately, contributing little in terms of helping 

users while decision making [5-7].  

To put good weightage on the aspect of user satisfaction, a matrix 

of novelty has been coined many times in the literature for 

enhancing the usefulness and effectiveness of the 

recommendations [15-16].  

As per [13-14], most of the items in the recommendation list are 

already familiar to users and therefore the performance would 

seriously degenerate in finding cold items, i.e., new items and 

niche items. To address this issue of recommending cold items, 

they introduce the concept of Innovators, who are a special subset 

of users who can discover cold items without the help of a 

recommender system for achieving the balance between 

serendipity and accuracy [20]. Another approach, when applied to 

‘Long Tail’ items, enables the system designer to tune the 

application to achieve a particular tradeoff between ranking 

accuracy and the inclusion of long-tail items [9-10]. 

To increase the participation of ‘Long Tail’ items, diversification 

of recommendations in a personalized manner is suggested and the 

recommendation list is optimized based on three objectives of 

increasing the accuracy, personalizing the diversity, and reducing 

the popularity of the recommended items [10]. In [6], the modified 

xQuAD method is proposed to produce a new re-ranked list that 

manages popularity bias while still being accurate. In [19], Zhang 

et. al. have proposed a serendipitous music recommendation 

framework named auralist, a method of successfully injecting 

serendipity, novelty and diversity into recommendations whilst 

limiting the impact on accuracy. 

Onuma et. al. [17] in their work have proposed TANGENT, a 

recommendation algorithm that takes into account the connectivity 

to other groups in order to broaden users’ horizons. It is based on 

the graph mining technique of computing similarity between nodes 

and can be applied to any dataset that can be represented as a graph. 

Adamopoulos et. al. [18] have proposed a novel method for 

generating unexpected recommendations to take into account the 

actual expectations of the users and suggested some metrics to 

measure the multifaceted concept of unexpectedness of 

recommendation lists. 

Introduction of novelty brings into horizon the vast set of products 

that are usually unseen, unexplored or ignored because of being 

non-popular while generating the recommendations. There is 

always a need for the components of novelty and relevance 

contributing to the serendipity so that the ‘Long Tail’ products get 

noticed and user interaction with the system leads to more and 

more user satisfaction [8-9]. 

This research paper introduces a novel approach to address the 

above mentioned issues of ‘Long Tail’, ‘Popularity Bias’, 

‘Matthew Effect’ and ‘Cold Start Items’ by employing the superior 

Bhattacharyya coefficient coupled with the knn(k Nearest 

Neighbour) approach for finding the set of unexplored yet relevant 

and novel Recommendations for all the regular set of users. Out of 

the Top N recommendations delivered by the algorithm, a novelty 

metric is used as a yardstick to judge the effectiveness of the 

suggested recommendations.  

For the occasional users having the rating count less than the 

system defined threshold, any of the traditional recommendation 

algorithms such as Collaborative, Content Based, Hybrid, etc. [21] 

can be applied to generate the recommendations. 

 

3. Proposed Method 

In this section, we are going to explain various terms relevant to 

the proposed algorithm framework for recommendation as we keep 

mentioning different phases of the algorithm. For the 

implementation purpose, we have considered MovieLens Dataset 

[30]. The dataset aims to collect different users' reviews on a scale 

of 1-5, for multiple movies watched by them.  

 

Fig. 2. Proposed System Flow 

3.1. Identifying Regular (R) or Occasional (O) user 

Based on how regularly or frequently the users are watching the 

movies and hence, subsequently rating the movies, the users can 

be categorized into two broad categories of (i) Regular (R) or 

frequent users and (ii) Occasional users (O). 

To categorize the user as a Regular or frequent User, we have 

considered the user threshold (USER_THRESHOLD), i.e., 

minimum number of movies the user has rated, as a measure to 

qualify for the category. Out of the above mentioned 2 categories, 

we are concentrating only for the Regular or frequent users as more 

interactions, i.e., more movie reviews by a user are paving the way 

to provide justifiable analysis.  

Whereas, for the Occasional users, any of the traditional 

Recommender Systems, such as Content Based Filtering(CBF), 

Collaborative Filtering(CF), Context Aware Filtering(CAF), etc. 

can be applied and recommendations can be suggested. 

 

Fig. 3.  User Identification as Regular (R) or Occasional (O) 

3.2. Identifying Non-Popular Items for target user ‘u’ 

After the user has been appropriately categorized as a Regular or 

frequent user in phase - ‘A’, this phase ensures that the user is only 

made available with the Items suffering from the issues of ‘Long 

Tail’ or ‘Non-Popularity Bias’. Movies falling under the ‘Long 
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Tail’ are those movies which are unintentionally ignored by the 

Regular users (R) of the MovieLens or any such system. 

To do a proper justification to the categorization of Popular and 

Non-Popular Items, we are finding the ratings’ count, i.e., number 

of times a particular Item (Movie) has been rated by all the users 

involved in the movie rating system. So, the movies with the 

ratings’ count less than the system parameter named as movie 

threshold (MOVIE_THRESHOLD) are considered to be the non-

popular movies responsible for framing the Long Tail of such 

movies.    

 

Fig. 4. Item Identification as Popular or Non-Popular 

The movies with the ratings’ count more than the item threshold 

are considered to be the popular movies. And for the movies which 

are already popular and hence not suffering from the ‘Popularity 

Bias’ are not taken into the consideration by the proposed system. 

3.3. Generate Nearest Neighbours’ List for the target user ‘u’  

We generate the set of k Nearest Neighbours for the target user out 

of the Regular users of the system identified in phase - ‘A’. The 

value of k (NEAR_USER_COUNT) can range from 10 to 50. For 

our implementation, we have considered the default value of k = 

20, i.e., 20 Nearest Neighbors. 

3.4. Find the Relevance of Item ‘i’ for the target user ‘u’ using 

Bhattacharyya coefficient  

It is very important to suggest recommendations which are having 

definite Relevance with the target user. So, in this phase, we find 

the relevance of item(movie) ‘i’ for the target user ‘u’ by a 

modified linear combination of target user’s neighbors ratings [22-

23], i.e.,  

𝑅𝑆(𝑢, 𝑖) = 𝑟(𝑢) + 𝑍 ∗ ∑𝑛𝜖𝑁𝑘
𝐵𝐶(𝑢, 𝑛)(𝑟(𝑛, 𝑖) − 𝑟(𝑛))             

(1) 

Here,  

RS(u,i) = Relevance of non-popular item ‘i’ for user ‘u’ 

𝑟(𝑢) = Average rating by target user ‘u’     

Z  = Normalized Constant 

BC(u,n) = Bhattacharyya coefficient between two users, ‘u’ and 

‘n’; explained after the next paragraph 

Nk  = Set of ‘k’ neighboring users for the target user ‘u’ 

r(n,i) = Rating of item ‘i’ by user ‘n’ 

𝑟(𝑛) = Average rating by user ‘n’ 

Finding the relevance of a movie for the user is very vital as any 

movie without being relevant to the user is of no practical usage 

and can not draw any satisfaction from the user. So, technically 

this component is very much an inevitable part of any effective 

Recommender System. 

3.4.1. How to compute BC (Bhattacharyya coefficient)?   

Traditional similarity measures such as Cosine Distance, Jaccard 

Distance, Pearson Distance, etc. consider ratings of only co-rated 

items. Many times the datasets contain sparse data, which can’t be 

properly utilized by traditional measures. Hence, the 

Bhattacharyya coefficient [24-27] has been used to calculate the 

similarity of the target user ‘u’ with the neighboring user ‘v’ to find 

proper similarity even if the items(movies) have not been co-rated. 

3.4.2. Example: Finding Bhattacharyya coefficient 

In order to find the Bhattacharyya coefficient, we must compute 

the Bhattacharyya coefficient (BC) first.  

Calculation of BC:  

I = (1,0,2,0,1,0,2,0,3,0)  &  J = (0,1,0,2,0,1,0,2,0,3) 

BC(I, J) = ∑𝑛
𝑟=1 √𝐼𝑟𝐽𝑟   

= √(2/5) ∗ (2/5)  + √(2/5) ∗ (2/5) +  √(2/5) ∗ (2/5)   

= 1         

After finding the relevance scores (RS) as per Eq. (1) above of all 

the items(movies), we consider only those movies with the 

relevance score higher than that of the system defined parameter 

RELEVANCE_THRESHOLD to consider for the next phase - ‘E’. 

3.5. Calculate Novelty Score 

For all the items (movies) identified in this last phase, generate 

Novelty Scores(NS). NS is a second component of serendipity 

after relevance that has been computed in the last phase. Now, in 

order to compute the Novelty Score, the popular information 

retrieval measure of TF-IDF (Term Frequency - Inverse Document 

Frequency) [28-29] has been modified as IF-IUF (Item Frequency 

- Inverse User Frequency). 

NS(i) = IF(i) * IUF(i)                                                                  (2) 

Here, NS(i) = Novelty Score of item ‘i’ 

Item Frequency:  

IF(i) = 
         𝑁𝑜 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑟𝑎𝑡𝑖𝑛𝑔𝑠 𝑜𝑓 𝑖𝑡𝑒𝑚 ‘𝑖’           

𝑀𝑎𝑥 𝑛𝑜 𝑜𝑓 𝑟𝑎𝑡𝑖𝑛𝑔𝑠  𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑 𝑏𝑦 𝑎𝑛𝑦 𝑖𝑡𝑒𝑚
 

Inverse User Frequency:  

IUF = 𝑙𝑜𝑔(
𝑇𝑜𝑡𝑎𝑙 𝑛𝑜 𝑜𝑓 𝑢𝑠𝑒𝑟𝑠

𝑁𝑜 𝑜𝑓 𝑢𝑠𝑒𝑟𝑠 𝑤ℎ𝑜 ℎ𝑎𝑣𝑒 𝑟𝑎𝑡𝑒𝑑 𝑖𝑡𝑒𝑚 ‘𝑖’
) 

3.6. Recommend Top N Items 

After arranging the items (movies) from the last phase in the 

descending order, we consider only Top N movies to recommend 

for the target user ‘u’. N can accept the values of 10 or 20. 

4. Experiments 

4.1. Dataset 

For analysis purposes, we have used the trademark MovieLens 

Dataset. Following are the statistics for the same. 

 
MovieLens(ml-latest-small) [30]: 

 

Name: MovieLens-Latest-Small 

Number of Users: 610 

Number of Ratings: 100836 

Number of Movies: 9742 

Rating Scale: 1 to 5 
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4.2. Evaluation Metric 

The Evaluation Metric [21] for finding the novelty scores of the 

movies generated from the proposed algorithm to overcome the 

‘Popularity Bias’ and falling under the tag of ‘Long Tail’ is as 

follows: 

𝑁𝑜𝑣𝑑(𝑖, 𝑢)  =  
1

|𝐼𝑢|
∑𝑗∈𝐼𝑢

𝑑𝑖𝑠𝑡(𝑖, 𝑗)                                              

(3) 

Here,  

Novd(i,u) = Novelty Score of movie ‘i’ for user ‘u’ 

Iu = List of all movies user ‘u’ has rated 

dist(i,j) = Distance between movie ‘i’ and movie ‘j’ 

             = 1 - sim(i,j)   

sim(i, j) is any kind of 

similarity(Cosine/Jaccard/Pearson) between 

movies i and j & sim(i, j) ∈ [0, 1] 

This Novelty Metric equation will give us a measure to evaluate 

how novel the movies are for the target user, presenting the 

testimony to judge the effectiveness of the Proposed System. 

5. Results and Analysis 

5.1. User Recommendation Count Analysis 

The following graph is plotted to indicate the number of 

recommendations generated for the regular users to provide a 

glimpse of the user recommendation count distribution for 

MovieLens dataset. 

 

Fig. 5.  User Vs Number of Recommendations (Movielens Dataset) 

Regarding the user recommendation count graph for the 

MovieLens Dataset, following Table 1 shows the statistics to better 

interpret the same. 

 

Table 1. User recommendation Count Statistics (MovieLens Dataset) 

Parameter Value 

Number of Regular Users 230 

Average Ratings 3.70 

Highest Rating Count by any 

Regular User 

2108 

Lowest Rating Count by any 

Regular User 

56 

Average Rating Count by any 

Regular User 

255 

Highest No of 
Recommendations 

803 

Lowest No of 
Recommendations 

1 

Average No of 
Recommendations 

71 

 
Following Table 2 represents the randomly selected 

recommendation statistics of the MovieLens dataset generated 

from the proposed system in terms of user id, average ratings by 

that user id, no. of movies rated by the user id, total no. of 

recommendations generated and top 10 movie recommendations 

in terms of novelty scores. 

Table 2. Sample Recommendations  (MovieLens Dataset) 

User 

ID 

Average 

Ratings 

No of 

Movies 

Rated 

No of 

Recommen-

dations 

Top 10 

Recommendations 

(Movie Ids) 

1 4.37 232 131 3622, 3692, 3056, 
295, 2037, 3400, 

1583, 3662, 3797, 

118 

29 4.14 81 633 4458, 5422, 5071, 

52784, 52668, 5178, 
5237, 115828, 5240, 

5285 

211 3.90 89 108 31909, 3857, 26736, 

8241, 8225, 30745, 

60291, 44929, 7930, 
7646 

610 3.69 1302 16 3494, 2202, 3066, 
3022, 3334, 2921, 

1284, 3030, 3836, 

1243 

5.2. Novelty Score Analysis  

5.2.1. Novelty Score Analysis(Default System parameters) 

The following diagram in Fig. 6 depicts the average novelty scores 

generated for all the regular users, based on the novelty metric Eq. 

(2), with the default values of the system parameters mentioned in 

the Table 3 below. 

Table 3. Default values of system parameters 

System Parameter Name Cutoff Value 

USER_THRESHOLD 50 

MOVIE_THRESHOLD 25 

NEAR_USER_COUNT 20 

RELEVANCE_THRESHOLD 4.5 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(1), 676–682 |  680 

 

Fig. 6.  Novelty Scores for the Regular Users (Movielens Dataset) 

For the novelty score graph for the MovieLens dataset in Fig. 6 

above, following are the statistics to better understand the overall 

novelty scores. 

Table 4. Novelty Score Statistics (Movielens Dataset) 

No of 

Users 

Highest 

Novelty 

Score  

Lowest 

Novelty 

Score  

Average 

Novelty 

Score  

235 1.000 0.475 0.829 

Now, to assess the impact of variations in the system parameters, 

following six different combinations of the system parameters 

have been attempted and plotted. 

5.2.2. Novelty Score Analysis(System parameters - Variant 1) 

Table 5. Modified values of the system parameters - Variant 1 

System Parameter Name Cutoff Value 

USER_THRESHOLD 20 

MOVIE_THRESHOLD 40 

NEAR_USER_COUNT 20 

RELEVANCE_THRESHOLD 4.5 

 

Fig. 7.  Novelty Scores for the Regular Users  

(Movielens Dataset) Variant - 1 

Table 6. Novelty Score Statistics (MovieLens Dataset) Variant -1 

No of 

Users 

Highest 

Novelty 

Score  

Lowest 

Novelty 

Score  

Average 

Novelty 

Score  

243 1.00 0.470 0.830 

 

5.2.3. Novelty Score Analysis(System parameters - Variant 2) 

Table 7. Modified values of the system parameters - Variant 2 

System Parameter Name Cutoff Value 

USER_THRESHOLD 40 

MOVIE_THRESHOLD 15 

NEAR_USER_COUNT 10 

RELEVANCE_THRESHOLD 4.5  

 
Fig. 8.  Novelty Scores for the Regular Users  

(Movielens Dataset) Variant - 2 

Table 8. Novelty Score Statistics (MovieLens Dataset) Variant -2 

No of 

Users 

Highest 

Novelty 

Score  

Lowest 

Novelty 

Score  

Average 

Novelty 

Score  

288 1.00 0.474 0.831 

5.2.4. Novelty Score Analysis(System parameters - Variant 3) 

Table 9. Modified values of the system parameters - Variant 3 

System Parameter Name Cutoff Value 

USER_THRESHOLD 50 

MOVIE_THRESHOLD 20 

NEAR_USER_COUNT 100 

RELEVANCE_THRESHOLD 4.5 

 

 

Fig. 9.  Novelty Scores for the Regular Users  

(Movielens Dataset) Variant - 3 
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Table 10. Novelty Score Statistics (MovieLens Dataset) Variant - 3 

No of 

Users 

Highest 

Novelty 

Score  

Lowest 

Novelty 

Score  

Average 

Novelty 

Score  

35 1.00 0.610 0.821 

5.2.5. Novelty Score Analysis(System parameters - Variant 4) 

Table 11. Modified values of the system parameters - Variant 4 

System Parameter Name Cutoff Value 

USER_THRESHOLD 50 

MOVIE_THRESHOLD 25 

NEAR_USER_COUNT 10 

RELEVANCE_THRESHOLD 4.5 

 

Fig. 10.  Novelty Scores for the Regular Users  

(Movielens Dataset) Variant - 4 

Table 12. Novelty Score Statistics (MovieLens Dataset) Variant - 4 

No of 

Users 

Highest 

Novelty 

Score  

Lowest 

Novelty 

Score  

Average 

Novelty 

Score  

277 1.00 0.470 0.829 

5.2.6. Novelty Score Analysis(System parameters - Variant 5) 

Table 13. Modified values of the system parameters - Variant 5 

System Parameter Name Cutoff Value 

USER_THRESHOLD 50 

MOVIE_THRESHOLD 25 

NEAR_USER_COUNT 20 

RELEVANCE_THRESHOLD 4.5 

 

Fig. 11.  Novelty Scores for the Regular Users  
(Movielens Dataset) Variant - 5 

Table 14. Novelty Score Statistics (MovieLens Dataset) Variant - 5 

No of 

Users 

Highest 

Novelty 

Score  

Lowest 

Novelty 

Score  

Average 

Novelty 

Score  

235 1.00 0.470 0.829 

5.2.7. Novelty Score Analysis(System parameters - Variant 6) 

Table 15. Modified values of the system parameters - Variant 6 

System Parameter Name Cutoff Value 

USER_THRESHOLD 50 

MOVIE_THRESHOLD 25 

NEAR_USER_COUNT 20 

RELEVANCE_THRESHOLD 4.5 

 

Fig. 12.  Novelty Scores for the Regular Users  
(Movielens Dataset) Variant - 6 

Table 16. Novelty Score Statistics (MovieLens Dataset) Variant - 6 

No of 

Users 

Highest 

Novelty 

Score  

Lowest 

Novelty 

Score  

Average 

Novelty 

Score  

235 1.00 0.470 0.827 

From the observation of all the novelty metric graphs mentioned 

above i.e., with the default system parameters (Fig. 6) and 

variations in default system parameters (Fig. 7-12), it is noteworthy 

that the novelty score evaluation metric generates the average 

Novelty Scores for the MovieLens dataset with the Average Scores 

of 0.83. It means that the recommended movies are 83 % novel to 

the users of the MovieLens dataset.   
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The lowest Average Novelty Scores for all the scenarios range 

from 0.470 to 0.610 i.e., the movies recommended because of the 

algorithm are at least 47 % to 61 % novel. And the highest Average 

Novelty Score for all the scenarios is 1.000 i.e., the movies 

recommended because of the algorithm are 100 % novel. So, in a 

way, this metric provides the testimony for the effectiveness of the 

proposed system. 

6. Conclusions 

In this paper, we addressed the challenges of ‘Popularity Bias’, 

‘Long Tail’, ‘Matthew Effect’ and ‘Cold Start Items’ pertaining to 

the traditional Recommender Systems. For addressing and 

overcoming these challenges, the component of Serendipity has 

been introduced to target specifically the movies which are facing 

the ‘Starvation’ issue, i.e., movies forming the ‘Long Tail’ of the 

non-popular movies are waiting almost for over to be 

recommended to any user. 

In the proposed system, we have considered the Bhattacharyya 

coefficient, which is quite superior as compared to the other 

similarity measures, specifically for the scattered values in the 

datasets. Also, equitable significance was devoted for the 

relevance scores to confirm that the movies being recommended 

are of definite interest to the target user. Another Serendipity 

component of novelty after relevance is given enough emphasis to 

ensure that the movies Recommended from the proposed algorithm 

are not only relevant and meaningful, but at the same time, novel 

also. Hence, both the components of relevance and novelty 

contribute effectively to make the proposed system highly novel 

and serendipitous. 

To verify the overall effectiveness of the proposed system, the 

novelty score evaluation metric was introduced and calculated to 

offer the 83 % average Novelty for the MovieLens dataset. 
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