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Abstract: The most common type of arrhythmia that can modify the heart’s rhythms and potentially impact the morphology of ECG 

tracings is called Atrial Fibrillation (AF). The recent statistical reports indicate that nearly 1% of people around the world are affected by 

AF. The major goal of this article is to develop a method for automatically detecting AF using transient single lead ECG readings. Heart 

rate variability (HRV) and frequency analysis are used for feature extraction. This study’s innovative contribution is the use of a Modified 

Marine Predator Algorithm (MMPA) to identify AF in brief ECG data. After feature selection, the AF classification is performed with the 

use of Support Vector Machine (SVM) classifier. It segregates the classes into the types of Normal & Arrhythmia (NA), Others & 

Arrhythmia (OA), Normal & Others (NO), and Normal, Others & Arrhythmia (NOA). The outcomes were verified and compared by using 

a publicly accessible data set made up of brief ECG recordings generated by the existing, SVM, Genetic Algorithm (GA-SVM), and 

Modified Moth-Flame (MMF-SVM) techniques. Under noise levels between 0 and 30 dB, classification accuracy for N versus A ranges 

from 96% to 99%. The maximum accuracy of 99.8% is attained for N versus A versus O. The acquired experimental results indicate that, 

for relatively brief ECG recordings, HRV is effective and reliable for AF identification.  

Keywords: Atrial Fibrillation (AF), Electrocardiogram (ECG), Modified Marine Predator Algorithm (MMPA), Support Vector Machine 

(SVM), Heart rate variability (HRV), and Spectral Features. 

1. Introduction 

The most prevalent supraventricular cardiac arrhythmia is a 

condition called atrial fibrillation (AF) [1, 2], which is 

associated with a substantial premature mortality in those 

who experience it. Cases of AF are caused by periodic 

ventricular excitations, which damage the heart's 

functioning and raise the possibility of a stroke or cardiac 

arrest. A dangerous and prevalent pathophysiological 

mechanism that results from aberrant electrical impulses is 

arrhythmia. Due to their high incidence rates and mortality 

rates [3], AF has a significant impact on patients' health in 

all types of arrhythmias. It has comparable clinical 

characteristics and are not easily sensed by the human body. 

Typically, the AF [4] is an aberrant electrical function of the 

heart, because the chambers of the atria cannot pump blood 

normally. Since the chambers of the atria cannot pump 

blood normally, AF is an aberrant electrical function of the 

heart. Atrial tachycardia, which is characterized by a heart 

rate of in excess of 100 beats per minute, can be a symptom 

that may be present. When AF is present [5, 6], the P-wave 

has been substituted by a continuous, irregular F-wave, and 

RR intervals are entirely erratic. It is crucial to address the 

causes and symptoms of AF, since it may vary from person 

to person, and any deeper medical problems in order to 

avoid a stroke. Treatment options include drugs, electric 

cardiac arrest, and removal of the heart's afflicted region, 

implanted pacemakers, changes in behavior, and a reduction 

in weight. Successful medication requires prompt and 

systematic prediction, diagnosis, and classification of AF 

[7]. This disease is commonly affected the elderly people, 

and the world health reports indicate that nearly 18 million 

people are suffering by AF. Because of this, it is the focus 

of much research in both the medical and technical 

disciplines. Prediction, identification, and discovery are the 

three axes that are the focus of the more recent research. Due 

to the fact that AF is frequently asymptomatic and that its 

episodes of symptoms are frequently short, its automated 

early identification is a very challenging but clinically 

crucial task to enhance AF treatment and lower patient risks 

[8]. Moreover, early detection could therefore be highly 

helpful in avoiding fatalities. Also, analyzing the electrical 

activity of the cardiovascular system can be used to find AF. 

The signals of the Electrocardiogram (ECG) depict the atria 

and ventricles' depolarization and repolarization. Recent 

years have seen a rise in the use of Artificial Intelligence 

(AI) to deliver efficient pattern recognition methods for 

diagnostic systems [9, 10] across numerous industries, 

particularly in the healthcare sector. The early detection of 

AF symptoms and the prognosis of AF events are both made 

possible by AI [11]. As a result, many significant health 

issues can now be avoided. 

Identifying abnormalities and classifying or predicting them 
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are the primary objectives of ECG signal analysis. This can 

be done by using computer-aided diagnosis systems [12, 

13], including those that employ AI mechanisms. The 

extraction of ECG traits utilizing flexible approaches, like 

wavelet transformation, is essential for identifying 

anomalies. The potency of AF treatment options will be 

constrained by the lingering problem of prompt and 

automated AF identification. Machine learning (ML) [13] 

approaches have gained a lot of popularity in recent years 

for use in dealing with problems from a variety of industries, 

including medical. This popularity is a result of ML's ability 

to handle issues that are challenging to address 

conventionally due to the presence of unpredictable rules. 

These techniques can address a wide range of issues because 

of the characteristics of learning and the generalization of 

information. In several scientific domains [14], artificial 

intelligence techniques are quite effective. The positive 

effects of ML are found in the traits they inherited from 

biological counterparts, such as information interpretation, 

learning, and the usage of imperfect terminology. Numerous 

research have shown that adding machine learning features 

and optimization approaches to the classifier would improve 

system performance and result in more precise classification 

results. We can show that different neural networks may 

successfully extract complex nonlinear properties from the 

original data without the requirement for human 

involvement, despite the fact that the aforementioned 

research can successfully address the classification problem 

for AF. Learning the reasoning behind the ECG signal 

features with the high accuracy required for monitoring is 

still difficult, though. Based on the survey [15, 16], it is 

determined which issues the previous works have, including 

lack of efficiency, zero-frequency problem, low accuracy, 

an inability to handle huge datasets, and longer training 

times. Therefore, the proposed study promotes the 

development of novel optimization and classification 

models for an automated AF detection. Following are the 

paper's primary research goals: 

• In order to increase classification accuracy, various 

signal features, including spectral and HRV-based 

features, are extracted. 

• The Modified Marine Predator Algorithm (MMPA) is 

designed to select the most pertinent characteristics 

from the list of accessible features in the best possible 

way. 

• The Support Vector Machine (SVM) classification 

algorithm is created to precisely detect and forecast the 

AF from the provided ECG signals based on its best 

features. 

• In this study, a comprehensive simulation and 

comparative studies are conducted to validate and test 

the performance of the suggested system. 

This proposed work's novel contribution is the creation of a 

highly effective and qualified methodology for detecting AF 

from the provided ECG signals. The dynamic properties of 

the cardiac activity have been analyzed in this framework 

using the HRV-based feature extraction methodology. The 

HRV model's high level of robustness contributes to 

improved detection confidence and accuracy. Additionally, 

the moth flame optimization process is utilized to choose the 

features from the collection of accessible features in the best 

way possible, which boosts training rates and lowers 

classification false prediction rates. By using the refined 

collection of characteristics, an improved SVM model is 

used to precisely detect AF. 

2. Related Works 

Ebrahimi, et al [17] conducted a detailed review on various 

deep learning techniques used for the detection of 

arrhythmia from ECG signals. The study indicates that the 

deep learning techniques are widely applied in the 

healthcare applications for the disease identification and 

recognition. In this survey, the techniques such as Deep 

Belief Network (DBN), Gated Recurrent Unit (GRU), 

Recurrent Neural Network (RNN), and Convolutional 

Neural Network (CNN) are used for arrhythmia 

classification. Wang, et al [18] utilized a modified bi-

directional LSTM network classification algorithm for the 

detection of atrial fibrillation from ECG signals. The authors 

suggested an MB-LSTM network using an attribute 

recalibration method that allows the classification of AF and 

AFL signals while surpassing various modern methods on 

open databases. The suggested model can be seen as an 

enhanced version of the current LSTM and B-LSTM 

models. RNN, on the other hand, struggle to simulate 

feature information from the past as a result of the restricted 

memory and underlying structure and is susceptible to 

explosion of gradients and shrinking issues when sequence 

interval grows. Chen, et al [19] implemented a CNN 

integrated LSTM technique to automatically detect 

arrhythmia from the ECG signals. The most popular 

supervised model that appears to be efficient in learning 

intricate structures is multi-layer perceptron. The feed-

forward connections between the layers of neurons that 

make up the MLP architecture vary. Each neuron is made 

up of the weighted total of its inputs following the time they 

have been through a process that is not linear. 

Plawiak, et al [20] implemented an ensemble based 

classification algorithm for identifying arrhythmia from the 

given ECG signals. In this study, the MIT-BIH dataset has 

been used to validate and assess the outcomes of the studied 

models. Moreover, the normalization techniques, cross 

validation approaches, layered learning and optimized 

classification approaches are used to accurately recognize 

the disease. The suggested framework comprises the 

operations of normalization, QRS complex detection, 
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spectral density based feature extraction, GA based feature 

selection, and cross validation. However, the classification 

performance is not up to the mark, which could be the main 

problem of this work. Murat, et al [21] conducted a 

comprehensive review to examine various deep learning 

techniques used for the detection of heart beat. Here, the 

CNN based representative learning methodology is used for 

identifying disease with better accuracy. Ukil, et al [22] 

deployed a new technology, named as, AFSense for the 

identification of cardiac arrhythmia with high detection rate. 

The authors aim to enhance an automatic detection process 

of arrhythmia by optimizing the learning at the time of 

classification. Ahmad, et al [23] intended to develop a low 

cost health monitoring system for the early detection of 

Atrial fibrillation. In the suggested framework, the digital 

filtering method was integrated to obtain better prediction 

performance. For this study, the MIT-BIH public dataset has 

been utilized that comprises the long-term of ECG recording 

signals. In order to determine the efficacy of the suggested 

methodology the RR interval minimum and maximum time 

are estimated.  

Lyakhov, et al [24] utilized a wavelet based preprocessing 

methodology integrated with the neural network classifier 

for the better detection of Atrial fibrillation. Here, the symlet 

wavelet filtering technique is mainly used to preprocess the 

input ECG signal by computing the spectral entropy 

functions. Any digital signal will be corrupted by 

disruptions of different noises. It is challenging for both 

experts and systems using artificial intelligence to analyze 

the data due to the noise on the ECG signals. Through signal 

preprocessing, the ECG can be ready for additional analysis. 

After preparing signals, both the spectral entropy and 

instantaneous frequency are estimated for an effective 

classification. Moreover, the LSTM classification method is 

used to categorize the healthy and AF signals from the 

preprocessed signals. However, the suggested system took 

more time to detect the disease, which affects the efficiency 

of the AF detection framework. Wang, et al [25] utilized an 

Elman NN classification technique for developing an 

automated AF detection. In this study, the detection of both 

AF and AFL are concentrated by the authors with high 

accuracy. The advantages of the suggested framework are 

better reliability and efficiency, but the training complexity 

of this system is quite complex. Tutuko, et al [1] introduced 

an automated AF detection system using the CNN 

integrated LSTM technique for AF identification. Here, the 

training and testing performance of the suggested model 

was validated and compared by using the set of model 

evaluation parameters. The suggested mechanism has the 

better ability to handle complex datasets with accurate 

prediction results.  

 

 

3. Proposed Methodology 

This study seeks to build an effective and reliable AAFD 

approach for processing data collected from wearable or 

portable devices in noisy conditions. The information 

gathered from the gadgets is typically unreliable. Instead of 

a clear portion of long signal, it could have been anticipated 

that the recording signals would be available in smaller 

slices. Additionally, portable gadgets cannot be attached to 

patients and will not function in the same way as wearable 

technology. The length of the recording typically relies on 

the patient's behaviors, making it impossible for the 

developers to analyze the data. Even though morphological 

factors like PR/ST intervals and QRS complex length are 

physiologically sound and therapeutically important, they 

were not preferred since they were unsuitable for the 

aforementioned situations. Due to its relative invulnerability 

to all other features, the R peak in an ECG signal is typically 

the dominating fiducial point. The characteristic waves or 

other fiducial points may not be very helpful if there are no 

identifiable R peaks in any segment of the ECG. For both 

low and moderate noise levels, R peak can be recognized 

with good accuracy and confidence. Due to their robustness 

in noisy circumstances, HRV-based traits were therefore 

taken into consideration for the dynamic properties of 

cardiac activity. Fig 1 shows the general structure of the 

proposed technique.  

 

 

Fig 1. Overall framework model 

3.1. Dataset Description 

The data required for the current endeavor is obtained from 

the publicly accessible dataset named as, Computing in 

Cardiology Challenge (CinC) released in 2017. It consists 

of brief ECG recordings that are obtained with a single lead 

and have a total length of 9 seconds to more than 1 minute 

(8528 records). These recordings are classified by clinical 

cardiologists as having normal rhythm (N), atrial fibrillation 

(AF), other arrhythmias (O), and noisy (~). The dataset 

distribution and representative recordings are displayed in 

Table 1 and Figure 2. Around 60% of the recorded data from 

the labelled dataset is classified as normal rhythm, 9% as AF 

events, and 28% as arrhythmias other than atrial fibrillation. 

The remaining 3% of the data have been determined to be 

excessively noisy. 
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Table 1. Dataset distribution of the sample recordings 

Type  # Recordings  % portion 

Normal Rhythm (N) 5076 59.52% 

Atrial Fibrillation (AF) 758 8.89% 

Other Arrhythmias (O) 2415 28.32% 

Noisy (~) 279 3.27% 

Total  8528 100% 

 

 

Fig 2. Sample ECG signal 

3.2. Feature Extraction 

In this study, two different feature extraction techniques are 

used for effective AF identification and classification, 

which includes HRV based features and spectral features. 

The extraction of HRV-based characteristics is the very first 

step in the detection of the R peak. Here, the average HR 

value is estimated by using 𝐻𝑅 = 60 ×
𝑁.𝑓

𝐿
 in terms of 

beats/mins, where N indicates the number of R peaks, f 

denotes the sampling signal frequency in Hz, and L 

represents the length of the recording. Then, the N number 

of R peaks having N-1 intervals and the sequence of RRI is 

represented in the form of 𝑅𝑅𝐼 = [𝑅𝑅1, 𝑅𝑅2, … . . 𝑅𝑅𝑁−1]. 

Heart rate variability (HRV) is referred to the the fluctuation 

in heart rate from beat to beat or the length of the R-R 

interval, serves as a typical clinical and research tool. The 

energy distribution and functions of the autonomous 

nervous system (ANS) are related to the frequency-domain 

of HRV. Plotting the PSD's logarithm against the 

frequency's logarithm yields a power-law connection in the 

power spectrum density (PSD) of HRV. Sympathetic-vagal 

equilibrium is interpreted by this PSD. The original ECG 

signal and RRI sequence are depicted in Fig 3.  

If the heartbeat has a rigid steady rhythm, HRV cannot be 

detected. Interpolation & resampling and the Lomb-Scargle 

Periodogram are the two approaches that are most 

frequently employed to prevent unevenness in the time 

domain. The disadvantage of the approaches mentioned 

above is that any signal, whether it is evenly distributed or 

not, can be sampled under the fictitious premise of a 

continuous random process. Even if time variation occurs, it 

becomes challenging to measure HRV in a unit of time if it 

is seen as a function of time. Consequently, a better model 

is required to prevent the use of probability distribution-

based explicit or implicit interpolation techniques. The 

analytically determined values from the formula with 

hypothesized coefficients are used in the point procedure. 

Moreover, the point procedure based on HRV analysis has 

two benefits. It does not necessitate the derivation of new 

measures, and it does away with subpar interpolation.  

 

Fig 3. HRV obtained from input ECG signal (a). Original 

input and (b). RR interval 

Only unacceptably low frequency resolution will be 

available to wearable devices. The European Hematology 

Association (EHA) advised that a recording should be no 

longer than five minutes. However, in this instance, the 

recording duration varies from 9 seconds upwards to more 

than 1 minute, which is far shorter than what EHA advises. 

The uncertainty principle of quantum physics, which applies 

to signal processing, argues that a given signal's time and 

frequency resolution may not be arbitrarily high concurrent. 

The normalized energy distribution value for the given 

signal s(t) on the time axis as  (∫ |𝑠(𝑡)|2𝑑𝑡 = 1
∞

−∞
), which is 

mathematically represented in below: 

(∫ 𝑡2|𝑠(𝑡)|2𝑑𝑡
𝑅

). (∫ 𝑓2|�̂�(𝑓)|2𝑑𝑓
𝑅

) ≤
1

16𝜋2  

  (1)  

Where, �̂�(𝑓) denotes the Fourier transform of s(t). However, 

the energy concentration signal in the corresponding 

frequency domain is substantially worse than the signals 

obtained from RRI sequences, which are compactable in the 

time domain. The estimation of RRI sequences with high 

energy concentrations is used in this research effort instead 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(1), 708–719 |  712 

of direct power spectrum density because of the 

aforementioned reasons. RRI sequences' first-order 

differences were organized to form a patterned matrix. In a 

2-D plane, a Poincare Plot was created to map several 

descriptors in the patterned matrix. These Poincare plots 

have the advantage of characterizing the comprehensive 

dynamic information given. Here, RRI's first-order 

difference is represented by 𝑑𝑅𝑅𝑖  =  𝑅𝑅𝑖 + 1 – 𝑑𝑅𝑅𝑖. 

Hermann Hankel matrix is a square matrix of nth order that 

may be described by either its initial row or column. This 

signal-derived Hankel matrix is helpful for time-frequency 

encoding and dissecting non-stationary signals. The Hankel 

matrix (A) is represented by the following: 

 

𝐻 =

[
 
 
 
 
 
 

𝑎1 𝑎2 𝑎3 … 𝑎𝑛

𝑎2 𝑎3 𝑎4 … 𝑎1

. . . . .

. . . . .

. . . . .
𝑎𝑛−1 𝑎𝑛 𝑎1 … 𝑎𝑛−2 
𝑎𝑛 𝑎1 𝑎2 … 𝑎𝑛−1 ]

 
 
 
 
 
 

  

   (2) 

Each rising skew-diagonal from left to right is a constant in 

the Hankel matrix known as Hermitian symmetry. 

Consequently, it is diagonalized as represented in the 

following equation: 

𝐻 = 𝑈 ∗ 𝐷𝑈    (3) 

All of the eigenvalues of H are organized along the diagonal 

line of the diagonal matrix D, and * stands for the conjugate 

transpose. It was discovered that the square matrix H's 

spectral radius also happens to be its central symmetry and 

that it has the biggest absolute value of the eigenvectors that 

make up its U bases in the Fourier domain. As a result, the 

eigenvalues are all listed in ascending order. The matrix U 

is a permutation matrix, a binary square matrix with exactly 

one entry of 1 in each row and column and 0s in all other 

locations. U and U*'s rows and columns were permuted in 

the appropriate ways. The matrix U contains a non-zero 

entry in the ith column is denoted as Ii, 𝑖 ∈ 1, 2, … . . ,
𝑛

2
; the 

Hankel distance (HankDist) is defined by the following 

model: 

𝐻𝑎𝑛𝑘𝐷𝑖𝑠𝑡 =
4

𝑛2
∑ |𝐼𝑖 − 𝑖|

[
𝑛

2
]

𝑖=1
   (4) 

The only sinusoidal sequences that appear on the diagonal 

and anti-diagonal lines in the feature maps are those with 

non-zero entries. Such a Hankdist's obtained matrix series 

will be 0. The HankDist is big for feature maps with erratic 

scatter. Both RRI and dRR are used to determine the 

HankDist. The standard descriptors in the Poincare plot 

comprises the linear descriptors such as SD1, SD2 and 

𝑆𝐷𝑟𝑎𝑡𝑖𝑜 = 𝑆𝐷1 𝑆𝐷2⁄  of the RRI sequence. The (RR1, RR2) 

pair is displayed against RRi for RRI consecutive pairs. The 

straight-line y = x is where the data points from the normal 

RRI in the created Poincare plot lie, and these data points 

are used to generate an ellipse. Long-term dispersion is 

replicated by the ellipse's long axis (SD1). In contrast, the 

short axis (SD2) reflects the dynamics of cardiac activity as 

well as the short-term distribution of RRI variation. 

Moreover, the data points are 45° rotated in the clockwise 

direction for extracting SD1 and SD2, and (x, y)T is 

represented by (RRi, RRi+1)T where i = 1, 2, ….., N-1 then, 

[
𝑥′

𝑦′] = [
𝑐𝑜𝑠

𝜋

4
𝑠𝑖𝑛

𝜋

4

−𝑠𝑖𝑛
𝜋

4
𝑐𝑜𝑠

𝜋

4

] . [
𝑥
𝑦]   (5) 

The new data points were donated with (𝑥′, 𝑦′)𝑇 whereas 

the variance along x' axes is computed as SD1, and 𝑆𝐷2
2 =

2. 𝑉𝑎𝑟(𝑅𝑅) − 𝑆𝐷1
2. Although the descriptors (SD1, SD2) 

are a linear combination of the fundamental statistics of the 

original RRI sequence, the Poincare plot is discovered as a 

nonlinear analysis tool. The original RRI series is subjected 

to the second-order statistics in order to rule out 

nonlinearity. The fact that the aforementioned descriptors 

were invariant suggested that RRI had a limited ability to 

reflect the order structure. After any conceivable delay-

embedding, the area occupied by three successive RRI pairs 

is utilized to calculate the term generation. The area 

occupied by ((RRi, RRi+1) → (RRi+1, RRi+2) → (RR i+2; RR 

i+3)) is denoted with A(i) shown in below: 

𝐴(𝑖) = |

𝑅𝑅𝑖 𝑅𝑅𝑖+1 1
𝑅𝑅𝑖+1 𝑅𝑅𝑖+2 1
𝑅𝑅𝑖+2 𝑅𝑅𝑖+2 1

|   (6) 

Then, the CCM of the normalized area is computed as 

shown in the following model: 

𝐶𝐶𝑀 =
1

𝐾𝜋𝑆𝐷1.𝑆𝐷2  
. ∑ 𝐴(𝑖)𝐾

𝑖=1     (7) 

In addition to RRI, it is reasonable to anticipate power 

spectrum distribution (PSD) characteristics with frequency 

interpretation of components. However, this PSD from the 

difference between RRI sequences (δRR) demonstrates that 

it was unable to offer a meaningful variance with respect to 

white noise. However, it has been found that δRR can tell 

AF apart from a regular beat. The fact that HRV-based 

features only include information on heart activities in the 

sketch is one of their key drawbacks. ECG has intricate 

morphology. The characteristic waves (CW) should not be 

characterized in the time domain because of its noise 

sensitivity; however, the frequency domain has a very stable 

structure. The Periodogram approach is very slightly altered 

by the estimation of the Welch PSD. Welch PSD estimates 

reduced variance more accurately than the Periodogram 

approach, but at the penalty of lesser frequency resolution. 

Assume there is a single, homogeneous ECG signal with 

length N. This signal is separated into M equal segments of 

length L, either overlapping or not. Moreover, the 
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overlapping with D is defined as shown in the following 

model: 

𝐿 + (𝑀 − 1)(𝐿 − 𝐷) = 𝑁  (8) 

Then, the windowed Discrete Fourier Transformation 

(DFT) is estimated for each and every segmented 𝑋𝑘(𝑖), 𝑖 =

0,1,2… 𝐿 − 1 as shown in the following equation: 

�̂�𝑘(𝑛) =
1

𝐿
 ∑ 𝑋𝑘 (𝑖)𝑊(𝑖)𝑒−2𝛱𝑗𝑖

𝑛

𝐿𝐿−1
𝑖=0  , 𝑘 = 1,2, … ,𝑀 

   (9) 

Where, W(i) indicates the window function used to reduce 

the frequency leakage. At last, the spectral estimation is 

scaled into [
−1

2
,
1

2
], which is the normalised average of all the 

M Periodogram and is defined by using the following 

models: 

𝑝 ̂ (
𝑛

𝐿
) =

1

𝑀
 ∑

|𝐿.�̂�𝑘(𝑛)| 2

𝑊0

𝑀
𝑘=1  , 𝑛 = 1,2, .  .  .  ,

𝐿

2
  

  (10) 

Where, W0 indicates the energy of the window function 

estimated by the following model: 

𝑊0 = ∑ |𝑊(𝑖)|2𝐿−1
𝑖=0   (11) 

Therefore, the frequency resolution is reduced from 
𝑁

2
 to 

𝐿

2
, 

and also its variance is reduced by a factor up to M. 

Moreover, the order of magnitude of N is up to 103 ‒ 104
. If 

M's order of magnitude is about 101, the sampling frequency 

about 300 Hz is considered in this case, since the power 

spectrum can be distributed in the range of 0-150 Hz and 

still it has a resolution level of about 1 frequency point/Hz.  

3.3. Modified Marine Predator Algorithm (MMPA) for 

Feature Selection  

The choice of features is crucial since it prevents overfitting 

and aids in choosing the most discriminative features from 

the available feature set. The performance of the training set 

has an impact on the model's resilience, while the size of the 

overall model has an impact on the speed of inference. The 

aforementioned characteristics have thus far been measured 

using various interval scales. As a result, it is necessary to 

adopt a model-free feature selection approach. Maximum 

Relevance Minor Redundancy (MRMR), which is based on 

mutual information, is used in this work. This model can 

maximize relevance while eliminating redundancies 

between the features and the targets (labels), as its name 

suggests. The relevance and redundancy are estimated using 

the mutual information. Here, the set of original features and 

chosen features are represented by Ω and S respectively. The 

feature selection is mainly used to obtain the optimal subset 

S as represented in the following model: 

𝑎𝑟𝑔 𝑚𝑎𝑥
𝑆⊆𝛺

𝐼(𝑆𝑚 , 𝑡)   (12) 

Where, t indicates the the targets labels, I (. , .) as the mutual 

information estimation and | . | as the cardinality operator. It 

is thought to be impractical to choose a simple selection 

method that employs an exhaustive search to determine the 

combinatorial subset S. Additionally, for the high 

dimensional variable, it is challenging to estimate the 

mutual information. In the proposed work, the Modified 

Marine Predator Algorithm (MMPA) optimization 

technique for choosing the most relevant features. It is one 

of the nature-inspired algorithm and more suitable for 

solving complex optimization issues. Predators adopt the 

common foraging tactic known as the Brownian and Lévy 

random movement, which is inspired by the MPA. 

However, environmental problems like the creation of 

eddies or the effects of fish aggregating devices (FADs) 

make up the things that affect how marine predators behave. 

A more evenly dispersed beginning population has been 

produced through opposition-based learning, and the 

chaotic map aids in balancing the trade-off among the 

prospecting and extraction stages. In each cycle, the self-

adaptive population approach automatically modifies the 

population size, which facilitates quickening convergence. 

As a consequence, a control parameter is required for 

determining the population size. The crucial thing to 

remember is that selecting the population size for the event 

solving issues is a complicated and challenging task. In each 

cycle, the self-adaptive population modifies the population's 

size. Its key advantage is that the population size is 

automatically adjusted throughout each iteration, relieving 

the user from having to pay attention to this. A strategy 

called a chaos map substitutes unexpected chaotic variables 

for random ones.  In comparison to probability-based 

randomised hunts, they carry out straightforward searches at 

a faster pace of convergence. Because of the chaotic 

sequence's dynamic behavior, the optimization procedures 

assists better exploration in the search space. In this 

technique, the set of populations are initialized at the 

beginning with the upper and lower bound values. Then, the 

fitness of each population is determined according to the 

fitness function. Based on the best fittest value, the top 

member is selected, and its vector is computed for 

constructing the elite matrix. Then, the prey position 

updation is performed, and also elite and memory update are 

executed consequently. Finally, the best optimal position of 

prey is updated, and the process has been repeated until 

reaching the maximum number of iterations. The 

algorithmic steps included in the MMPA are given below: 

Algorithm 1 – MMPA based Feature Selection 

Step 1: Initialize search agents (prey) population i.e., 

different combination of features sets  i=1,2,….n; 

Step 2: Calculate the fitness (MRMR with SVM 

classification accuracy), construct the Elite matrix 

(combinational features which got more accuracy) 

and accomplish memory saving; 

Step 3: if 𝑖𝑡𝑒𝑟 < 𝑀𝑎𝑥𝑖𝑡𝑒𝑟/3 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(1), 708–719 |  714 

  Update prey; 

 Else if 
𝑀𝑎𝑥𝑖𝑡𝑒𝑟

3
< 𝐼𝑡𝑟 < 2 ×

𝑀𝑎𝑥𝑖𝑡𝑒𝑟

3
 

  For the first half of the populations𝑖 =

1,2…
𝑛

2
 

   Update prey; 

 Else if  𝐼𝑡𝑒𝑟 > 2 ×
𝑀𝑎𝑥𝑖𝑡𝑒𝑟

3
 

  Update prey based on the searching 

combinations; 

 End if; 

Step 4: Set 𝑅 = 𝑟𝑎𝑛𝑑 

 While 𝐼𝑡𝑒𝑟 <
1

3
𝑀𝑎𝑥𝐼𝑡𝑒𝑟  

  If 𝑅 > 0.5 

𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 = (𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 − �⃗� 𝐵∗ 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖) ∗ �⃗� 𝐵, 𝑖

= 1, …𝑛 

𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 = 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖 + 𝑃. �⃗� ∗ 𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 

   Else 

 𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 = (𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 − �⃗� 𝐵∗ 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖)/

�⃗� 𝐵, 𝑖 = 1, … 𝑛 

𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 = 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖 − 𝑃. �⃗� ∗ 𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 

   End; 

Step 5: While 
1

3
𝑀𝑎𝑥_𝐼𝑡𝑒𝑟 < 𝐼𝑡𝑒𝑟 <

2

3
𝑀𝑎𝑥_𝐼𝑡𝑒𝑟 

  For the first half of population; 

  If 𝑅 > 0.5 

 𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 = (𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 − �⃗� 𝐿∗ 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖) ∗ �⃗� 𝐿, 𝑖 =

1, … , 𝑛 2⁄  

𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 = 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖 + 𝑃. �⃗� ∗ 𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 

  Else 

𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 = (𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 − �⃗� 𝐿∗ 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖)/�⃗� 𝐿, 𝑖

= 1, … , 𝑛 2⁄  

𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 = 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖 − 𝑃. �⃗� ∗ 𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 

End; 

Step 6: If 𝑅 > 0.5 

𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 = (�⃗� 𝐵 ∗ 𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 − 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖) ∗ �⃗� 𝐵    𝑖

= 𝑛 2,…𝑛⁄  

𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 = 𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖 + 𝑃. 𝐶𝐹 ∗ 𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 

Else 

𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 = (�⃗� 𝐵 ∗ 𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 − 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖)/�⃗� 𝐵    𝑖

= 𝑛 2, …𝑛⁄  

𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 = 𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖 − 𝑃. 𝐶𝐹 ∗ 𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 

End; 

Step 7: While 𝐼𝑡𝑒𝑟 >
2

3
𝑀𝑎𝑥_𝐼𝑡𝑒𝑟 

  If 𝑅 > 0.5 

𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 = (�⃗� 𝐿 ∗ 𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 − 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖) ∗ �⃗� 𝐿    𝑖

= 1, …𝑛 

𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 = 𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖 + 𝑃. 𝐶𝐹 ∗ 𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 

Else  

𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 = (�⃗� 𝐿 ∗ 𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 − 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖)/�⃗� 𝐿    𝑖

= 1, …𝑛 

𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 = 𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑖 − 𝑃. 𝐶𝐹 ∗ 𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑖 

End; 

Step 8: The final position updation is performed as shown 

in the following equ: 

𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖

= {

𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 + 𝐶𝐹[𝑋 𝑚𝑖𝑛 + �⃗� ∗ (𝑋 𝑚𝑎𝑥 − 𝑋 𝑚𝑖𝑛)] ∗ �⃗⃗�   𝑖𝑓  𝑟 ≤ 𝐹𝐴𝐷𝑆

𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑖 + [𝐹𝐴𝐷𝑆(1 − 𝑟) + 𝑟](𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑟1 − 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑟2)   𝑖𝑓 𝑟 > 𝐹𝐴𝐷𝑠

 

Step 9: Repeat the above processes until reaching the 

stopping criterion; 

Step 10: Return the best optimal solution; 

3.4. Additional Noise Resistance Test 

Around 3.27% of the data set, or 279 recordings, are under 

noisy class readings. This is a relatively minor fraction that 

can be readily eliminated. By introducing the various 

artificially generated intensities, the noise resistance of this 

model is examined. The original sample recording and the 

noise-corrupted versions are shown in Figure 5. Since there 

is no accurate estimation of the signal to noise ratio (SNR) 

for the available original noise recordings, original signals 

are assumed to be clean signals. Afterward, we compute Ps 

using all of the energy from the original recordings and add 

white noise with a power of Pn. The Signal to Noise Ratio 

(SNR) is estimated based on the following model: 

𝑆𝑁𝑅 = 10. 𝑙𝑜𝑔
𝑃𝑠

𝑃𝑛
𝑑𝐵   (13) 

A training set has been generated using the feature values 

that were acquired for each level of noise. Separately, the 

test data set is not made publicly accessible. Therefore, k-

fold cross-validation was used to evaluate the performance 

of classifiers (k = 10). The remaining 30% of each subset's 

data (N, A, and O) are reserved. Less than 70% of the data 

were used for training and validation. The results on the 
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remaining 30% of the data are shown to show the 

generalization capability. The averaged values are presented 

after each computation is run ten times on Matlab 2021a. 

4. Results and Discussion 

In this model, each recording undergoes pre-processing in 

order to produce the feature vector. From 0 Hz to 80 Hz, the 

power spectrum density and HRV-based properties are 

estimated. The pre-processing produced a feature vector of 

41 dimensions. All of the top features under noise levels are 

HRV analysis descriptors that are almost linear. The signals 

were distorted at a high noise level (SNR = 10dB), which 

caused a small difference in the various rankings. As the 

noise level rises, the performance metrics fall. The findings 

from the top 10 features were contrasted with findings from 

all features as shown in Fig 4, which depicts the top-ranked 

features selected by the existing SVM, GA-SVM, MMF-

SVM, and proposed MMPA-SVM techniques with respect 

to different SNR levels such as 10 dB, 20 dB, and 30 dB. 

Fig 5 validates the linear and non-linear characteristic 

analysis, where the inter-group comparisons are presented 

that includes the SD1, SD2, AFEV, CDM and CCM.  

 

 

(a). SVM 

 

(b). GA-SVM 

 

 

(c). MMF-SVM 

 

(d). MMPA-SVM 

Fig 4. Top ranked features selected by SVM, GA-SVM, 

MMF-SVM, and MMPA-SVM techniques 
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Fig 5. Linear and non-linear descriptor analysis  

In this analysis, the suggested model is contrasted with 

various existing techniques, including SVM, GA-SVM, and 

MMF-SVM. These are all the common classification 

mechanisms based on meta-heuristic optimization that are 

used to identify AF from ECG signals. These methods also 

suffer from significant issues with training complexity, 

increased over-fitting, long training times, and slow 

convergence. With improved performance values, the 

suggested AAFD framework beats the other models. These 

outcomes were also contrasted with several classifiers from 

the literature. It has been found that MMPA performs better 

than other noise reduction methods and can be widely used 

in wearable technology. Sensitivity, specificity, and 

accuracy are the most popular parameters used to assess the 

performance of the classification techniques, which are 

computed by using the following equations: 

𝑆𝑒𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
     

      (14) 

𝑆𝑝𝑒𝑐 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
     

     (15) 

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
    

     (16) 

Fig 6 and Fig 7 presents the comparative analysis among the 

existing SVM, GA-SVM, MMF-SVM, and proposed 

MMPA-SVM techniques with different classes such as 

Normal and Arrhythmia (NA), Others and Arrhythmia 

(OA), and Normal, Others, and Arrhythmia (NOA). The 

overall comparative analysis among the classification 

approaches under different configurations are illustrated in 

Table 3. For two-class classification issues, the MMPA-

SVM classifier achieves the highest accuracy for N/A 

recordings when compared to both O/A and N/O recordings. 

Because nonlinear descriptors are sensitive to arrhythmias, 

it has been found that the N/A recordings with the highest 

accuracies—96.3%, 98.2%, 99.78% for SVM, GA-SVM, 

MMF-SVM, and MMPA-SVM, respectively—are 

achieved. The accuracy of MMPA-SVM is higher for all 

two-class classification tasks than for the other three 

classifiers when the findings of this work are compared with 

SVM, GA-SVM, and MMF-SVM classifiers. The accuracy 

decreases when the SNR is increased. The accuracy attained 

with all features is 99% for 10 dB SNR. The highest and 

lowest accuracy levels for N/A's top 10 features are 97.19% 

and 99.89%, respectively. Additionally, it has been found 

that categorization problems involving O/A and N/O result 

in a 5–10% reduction in accuracy. We defined A as a 

positive class, N and O as negative classes, and sensitivity 

& specificity equivalents as the quotient of true 

positive/negative cases and all positive/negative examples 

that were reported for the three-class classification issue. 

High specificities enable the best accuracy of 91.74% for 

N/O/A. Under all classifier configurations, the performance 

measures for this class problem gradually decline as the 

noise levels rise. Even after removing 80% of the low-

ranked features and just taking into account the top 20% of 

features, the accuracy is identical. This supports our model-

free, mutual information-based feature selection strategy. 

The computational impact and inference time in ECG are 

reduced when only the top 10 features are taken into 

account. We can therefore anticipate the implementation of 

this algorithm in wearable technology.  

 

Fig 6 (a). Comparative analysis based on the selected top 

10 features with SNR (infdB) and NA 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(1), 708–719 |  717 

 

Fig 6 (b). Comparative analysis with all features SNR 

(infdB) and NA 

 

Fig 6 (c). Comparative analysis based on the selected top 

10 features with SNR (infdB) and OA 

 

Fig 6 (d). Comparative analysis with all features SNR 

(infdB) and OA 

 

 

Fig 7 (a). Comparative analysis based on the selected top 

10 features with SNR (infdB) and NOA 

 

 

Fig 7 (b). Comparative analysis with all features SNR 

(infdB) and NOA 

Table 1. Overall comparative analysis under different SNR 

conditions 

 

SN

R 

 

FEAT

URES 

 

CLASS

IFIER 

N/A O/A N/O N/O/A 

Ac

c 

Se

n 

Sp

ec 

Ac

c 

Se

n 

Sp

ec 

Ac

c 

Se

n 

Sp

ec 

Ac

c 

Se

n 

Sp

ec 

∞d

B 

 

All 

SVM 95.

7 

75.

6 

98.

7 

89.

6 

69.

7 

98.

9 

83.

4 

62.

6 

93.

3 

80.

4 

65.

6 

98.

2 

GA-

SVM 

97.

67 

86.

56 

99.

5 

92.

55 

85.

54 

96.

68 

89.

18 

79.

29 

94.

96 

85.

98 

81.

21 

98.

67 

MMF-

SVM 

98.

15 

91.

05 

99.

7 

95.

03 

89.

97 

97.

08 

98.

34 

88.

63 

96.

29 

90.

28 

86.

38 

98.

91 

MMPA

-SVM 

99.

12 

92.

14 

99.

8 

95.

99 

90.

81 

97.

87 

93.

35 

89.

32 

99.

95 

90.

87 

86.

90 

99.

39 
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Top 10 

SVM 96.

3 

82.

7 

98.

3 

89.

6 

74.

9 

94.

3 

80.

3 

60.

8 

89.

6 

78.

2 

73 97.

3 

GA-

SVM 

98.

27 

88.

66 

99.

5 

92.

55 

85.
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5. Conclusion 

The innovative contribution of the proposed study is the 

development of a competent and highly efficient 

methodology for detecting AF from the available ECG 

signals. The HRV-based feature extraction methodology has 

been used in this framework to assess the dynamic features 

of the heart activity. The high level of robustness of the 

HRV model helps to increase the confidence and precision 

of detection. Additionally, the best features from the 

collection of available features are selected using the 

MMPA, which improves training rates and reduces 

classification false prediction rates. Then, an enhanced 

SVM model is utilized to precisely detect the AF using the 

refined set of traits. The suggested AAFD algorithm may 

identify AF even in brief ECG recordings. This algorithm 

outperforms the prototype in terms of accuracy and 

specificity, making it a contender for first screening. The 

usefulness of the HRV-based nonlinear features utilized for 

AF identification with brief ECG recordings is well-

supported by this research work. Cascading classification 

may be a focus of future research given the prevalence of 

arrhythmias other than AF. 
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