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Abstract: Steganography is used to convey information that is concealed behind another, more evident message, protecting the information in the process. 

Sensitive data is embedded into cover material as a way of data obfuscation. Nowadays, text, picture, audio, and video steganography can be used to hide 

information. Multimedia steganography is a very secure steganography because concealed messages are contained in the noisy files' lowest-valued bits. 

While cryptography frequently encodes signals to ensure they are not readily understood, steganography obscures data in a way that it cannot be easily 

viewed. Visual cryptography (VC) is a way of encoding that makes it possible for visuals to only be decrypted by the human visual system. Color compo-

sition, color palette sorting, understanding the relationships between various color indices, exaggerated noise, and brightness are some steganography tech-

niques. To enhance the message size when using the Joint Quantization Table Modification (JQTM), approach, a novel steganography methodology based 

on Cuckoo Search (CS) hybridized with Grey Wolf Optimizer (GWO) has been introduced. The approach was primarily inspired by the optimum LSB 

substitution methodology, which first transforms any secret message through an optimal matrix of replacement and then produces cover images. Since the 

replacement approach enhances the stego-image value within a spatial domain, it may be utilized in conjunction with the frequency domain method. In the 

suggested hybrid CS-GWO, the GWO search area has been increased, and the GWO local optima problem is avoided. CS excels at solving global optimi-

zation issues because it can balance local and global random walks utilizing switching parameters. The findings show that the recommended CS-GWO has 

a bigger capacity than CSO.  

Keywords:  Information Security, Discrete wavelet transform (DWT), Steganography, Image Steganography, Genetic Algorithm, Cuckoo 

Search Algorithm, Grey Wolf Optimization, Hybrid GWO-CSA; 

1. Introduction 

The use of intense information transmission over pub-

lic communication channels like the Internet has increased. 

Users may find it crucial to safeguard sensitive information 

from unauthorized parties when it is present. As a result, a 

robust security system could be required.  Steganography 

has been used as a security mechanism to guarantee secure 

communication between the sender and the receiver. Ste-

ganography is defined as a technique for discreetly adding 

data into a source of information without altering its per-

ceived quality. Steganos, a Greek term meaning "covered" 

and graphically denoting the "writing" or the covered writ-

ing, is where the name "steganography" first appeared. Ste-

ganography was frequently employed to conceal a new rec-

ord data within another document. Real data often cannot be 

maintained in a new and distinctive format used to disguise 

information. This format was intended to regenerate into 

several multimedia systems, including visual, acoustic, and 

visual media. Steganography depends on the concealment 

of the covert message, which is utilized as a covert commu-

nication between all the authorized groups. Steganography 

refers to a novel encryption technique that conceals data 

leaving between the cover items, which might be a sound 

recording, a realistic record or an image. With this ap-

proach, all the useless or insignificant details that may con-

ceal information will be replaced. Steganography could not 

be as resistant to assaults as it formerly was, since the infor-

mation was rendered inactive by the destruction. Figure 1.1 

illustrates the basic Block Diagram for steganography. Due 

to their adaptability and simple nature it inspired optimiza-

tion methods, particularly Evolutionary methods (EAs), are 

frequently employed to solve many issues in engineering 

and research. [1] 

Similar to how animals search for resources, optimiza-

tion is a process that seeks an optimal location within the 

search space. According to Prasharet al. (2017), the meth-

ods used to provide an ideal solution—one that is not en-

tirely precise but can approximate answers to optimization 

problems—are known as meta-heuristic algorithms. All of 

these algorithms are regarded as either old or classic tech-

niques that are ineffective or unable to produce the best pos-

sible outcome. [2] 
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Figure 1. Block Diagram of Steganography Process 

 

The combination of steganography and cryptography 

in the context of secure communication is shown in this 

block diagram Fig.1. An initial message is used as the basis 

for the procedure, after which an encrypted message is cre-

ated. Then, steganography methods are used to mix the en-

crypted message with a cover medium, creating a stego-me-

dium that hides the hidden message. It is possible to safely 

transfer the stego-medium with the encrypted message 

without disclosing the private information to unauthorized 

parties. The decrypted message is retrieved after the decryp-

tion of the stego-medium containing the encrypted message 

at the receiving end using the proper decryption key. The 

procedure is finished, and the intended receiver may now 

view the decoded message. 

2. Related Works 

The following is the key classical and contemporary 

optimization methods given in the work [1]. The Differen-

tial Evaluation (DE) Algorithm: This is generally utilized in 

multidimensional real-valued functions without employing 

gradients of the optimized problems. This indicates that 

while the DE has no problems with optimization, it will 

need certain traditional methods like gradient descent and 

quasi-Newton techniques. The DE is also used for various 

optimization-related problems. 

The goal of steganography is to create an undetected 

secret communication, which entails masking the secret 

message itself. This will imperceptibly alter the carrier, 

demonstrating that neither the message's embedding nor the 

message itself is altered. Since the attackers cannot see the 

suspicious elements of a changed picture, steganography 

has the benefit of being beneficial to the stenographer [2].  

It is known that the CSO is a technique used to conceal busi-

ness information. This takes the role of the secret message-

containing coefficients of the quantized Discrete Cosine 

Transform (DCT) employed in the LSB [3]. 

 The Joint Quantization Table Modification (JQTM), 

a message that depends on a modification of the standard 

JPEG table of quantization and has secret messages embed-

ded in the frequency of DCT coefficients for every block of 

8 * 8, has been proposed to increase the capacity of CSO. 

The JQTM's capacity to conceal information is compared to 

that of the CSO; however, each block has fewer (only six) 

quantized DCT coefficients. The system's inadequate level 

of security was yet another limitation. A fresh suggestion 

was developed by [4]  that used a JPEG and a steganogra-

phy technique based on a Cuckoo Search in order to expand 

the JQTM's capabilities and lessen its drawbacks. A table of 

quantization inside the JQTM was used for this approach's 

purposes, and it was adjusted with the intention of boosting 

the capacity of the secret message.  

The collective behavior of a system of several agents 

known as the swarm intelligence (SI) is a useful technique 

for resolving optimization issues in the real world. All of 

these interacting agents exhibit a combination of collective, 

self-organizing, and emergent characteristics as well as a 

tendency to adhere to certain basic local laws. The success 

of an animal's searching behavior depends on the following 

factors [5]: Strategies used in the relationship to resource 

availability as well as their spatial or temporal distributions 

to the environment. Each agent is considered to be unintel-

ligent and is capable of doing simple activities that make the 

entire system show some behavior of self-organization that 

results in the SI or collective intelligence. The efficiency 

with which it finds resources; the ability of the species to 

adapt to either a long-term or short-term change in the envi-

ronment; and the capacity of the individual to react to it. 

Natural selection has modified the search tactics, and this is 

enough to ensure survival. According to [6], meta-heuristic 

algorithms are higher level techniques or processes that 

have been developed to choose a search strategy that offers 

an ideal answer, even if it is not exact, but is still able to 

approximate solutions to the issue of optimization. The al-

gorithms were taken into account at the time since the con-

ventional or classic procedures were ineffective and unable 

to produce the desired results. The Cuckoo Search (CS), a 

proposed meta-heuristic algorithm, was motivated by the 

cuckoo's breeding strategy of employing brood parasitism 

and its search strategy of using Levy Flights.  

Another hybrid optimization strategy that combines 

the benefits of deterministic and stochastic optimization is 

used to build the links technique. This strategy is related to 

a dimensional synthesis of this strategy. The real-valued 

Evolutionary Algorithm (EA), which is used to thoroughly 

explore an intended variable space while looking for its op-

timum linkage, is the foundation of the stochastic optimiza-

tion method [7]. A novel fitness function that was based on 

a Peak Signal-to-Noise Ratio (PSNR) that was obtained 

from a total of eight connected neighbors belonging to each 

such pixel had also been suggested along with a strategy for 

heuristic initialization. For a few generations, the entire 

stego-image had the Genetic Algorithm (GA) suggested ap-

plied to it [7]. Although GA is employed as a heuristic op-

timization strategy, it has the drawback of taking a lengthy 

time to run. For the purpose of enhancing the GA-based 

data-concealing approach, various chaotic maps have been 

employed. Its fitness function has been determined to be the 

PSNR.  
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Secret data of various sizes that utilize chaotic maps or 

the random function of MATLAB are embedded in its cover 

object.  This method used a variety of chaotic maps to im-

plement its randomization. The effectiveness of the sug-

gested strategy has been discussed along with some com-

parison findings. Additionally, it was found that the pro-

posed random function for the approach of data conceal-

ment was slower than the gauss, logistics, and tent maps [8]. 

Another three-phase intelligence approach was used, with 

the first phase of its Learning System (LS) implemented 

well in advance, to improve the algorithm of data hiding in-

side the color pictures. The first stage, which involved 

building a model of rich images from the cover to the stego-

images, was designed to estimate the actual Number of Bits 

Hidden in each Pixel (NBH). It was based on Adaptive Neu-

ral Networks and the Adaptive Genetic Algorithm that uses 

the Upwind Adaptive Relaxation as a detector for checking 

the steganographic algorithm performance [9-10]. The LS 

in the final phase was further built on its concurrent tech-

nique that increases the stego-image for protecting them-

selves against attacks. Additionally, a novel error estimator 

aids in the evaluation of various people identified in every 

generation, preventing the elimination of well-adapted links 

that all other approaches were unable to identify. The hybrid 

GWO- CS algorithm was suggested for the demands of this 

task.  

Recent literature in information security and steganography 

reflects a variety of innovative methods and challenges. The 

work done in [20] analyze text data security and privacy is-

sues in the IoT domain,  [21] propose an adaptive ste-

ganography technique using fuzzy edge identification for 

improved information concealment. Whereas [22] explores 

image steganography techniques based on SVD and DWT. 

[23] develop a high-capacity reversible image steganogra-

phy method focusing on pixel value ordering. [24] introduce 

a new steganography method for dynamic GIF images using 

palette sort. [25] employ neural networks for steganogra-

phy, exemplifying the integration of AI in secure data hid-

ing. These studies collectively underscore the rapid devel-

opment and essential role of advanced steganography in 

safeguarding digital information.    

 

3. Materials and Methods 

This Natural selection shapes all search tactics, mak-

ing them all capable of surviving. Security is a major con-

cern in both communication and storage space as the devel-

opment of digital communication and multimedia applica-

tions increases. Visual cryptography (VC) is a highly spe-

cific technique used to hide information inside visuals that 

are encrypted and decrypted by the human visual system. 

To ensure that these interceptors do not notice the existence 

of any concealed data, a novel approach is given to embed 

secret messages in the cover-image[11]. The technique also 

incorporates a basic Least Significant Bit (LSB) replace-

ment principle. This approach might be used to improve the 

method of the frequency domain and will progress the vis-

ual quality in spatial domain. Along with the GWO, another 

algorithm is used: a Hybrid CS algorithm. The JPEG and 

the steganography technique CS algorithm are used for the 

purposes of this section. The following methods make up 

the CS algorithm that has been proposed: 

 

3.1 The Embedding Procedure 

JPEG is a fairly well-known standard of the picture on 

the Internet for the frequency domain. The procedure of the 

approach used for embedding is shown in Figure 2 If it is 

advantageous to the JPEG-based picture that is used for data 

concealing in order to ensure that the stego-image has not 

been anticipated. This procedure is divided into five stages: 

message encryption, picture pre-processing, secret message 

and embedding, entropy coding for JPEG, and creation of 

stego-images for JPEG [12]. 

 It creates a new CS algorithm in the very beginning 

to select the M matrix, which is an optimum replacement 

matrix, and uses the matrix to transform all of the secret 

messages. The recommended solution will use a JPEG pic-

ture with pre-processing on its cover image in the second 

step. Once the cover picture O has been divided into non-

overlapping blocks of around 8 × 8 pixels, the DCT is used 

to convert each block in the DCT coefficients. The quanti-

zation table block is organized as shown in Figure 3. This 

table was discovered to be very different from the quantiza-

tion table used by the JPEG. This is as a result of the middle 

frequency's hidden message[13-14]. 

Secret 
Message 

Substitution Substituted 
Secret Data

JPEG File Cover       
Images 

8*8 Block 
DCT

Quantizer Embedding 
Entropy 
Coding

Quantization 
Table  

    Figure 2. The diagram of embedding procedure 

  Its reconstructed new picture will experience signif-

icant distortion if it is employed in the same quantization 

table in Figure 3 for the purposes of quantizing and also for 

de-quantizing these amplified DCT coefficients, all secret 

messages have been reserved and are accurate according to 

the table.  

Transpose of 
Substitution of 

Matrix

Stego 
Message 

Substitution Substituted 
Secret Data

Extracting 

Stego 
Images 

8*8 Block 
IDCT

Debutanizer Entropy JPEG File

Quantization 
Table  

Figure 3. The diagram of extracting procedure 

 

The messages are embedded in each block of DCT co-

efficients in the third phase. A total of 36 coefficients that 

are in its DC-to-middle range of frequency have an embed-
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ding of the order in each block and the block secret mes-

sages. Additionally, it embeds the least significant k secret 

bits for each coefficient, where k is determined by the di-

mensions of the secret messages, which are set to k = 2. Fig-

ure 3 shows this extraction procedure from the receiver. 

This extraction procedure is divided into three steps. The 

JPEG entropy and its decoding come first, followed by the 

extraction of the secret message and the decryption of the 

message[15-18].  

Step 1: As soon as the JPEG file is reached to receiver, 

the receiver uses the special substitution matrix M to decode 

the entropy of the JPEG file and recovers each 8 by 8 block.  

Step 2: Secret bits are extracted from each block's 36 

coefficients in the same sequence as the embedding proce-

dure seen in Figure 4.  

Step 3: Applying a transposition of M to get both the 

original secret message and a stego-message.  

The concepts of the CS algorithm and the technique 

for using a special substitution matrix are developed from 

the process of embedding and further extracting while the 

CS algorithm is use to identify an ideal replacement matrix 

[6].  

The two algorithms that make up the project work that 

has been proposed are (i) the steganography utilizing the CS 

algorithm and (ii) the VC with a Threshold. To create the 

stego-image, the program starts the steganography module, 

which uses an encrypted cover picture. The module that cre-

ates the steganographic images will serve as an input for the 

visual and cryptographic modules (Prema & Natarajan 

2013). As shown in Figure 4 a. For this, the CS method is 

used as a substitution matrix constructed on information 

concealing and a cuckoo X of a dimension 2k was described 

using a substitution matrix M.  

𝑋 = 𝑥0𝑥4 … 𝑥𝑡1−1     (1) 

Where in 𝑥0 denotes the position that is a row zero 0 

within a matrix M having a value 1, x represents the actual 

position in first row which is in M that has a value 1. So, the 

assumption of the cuckoo 𝑥 is the same as the matrix M 

that transforms the absolute value i to the 𝑥. Another im-

portant point was that the 𝑥𝑖 is a fixed range between 0 and 

2k − 1,, and i≠f indicates the  𝑥𝑖 − 𝑥𝑗. The additional ex-

ample is shown in Figure 5 where M denotes a substitution 

matrix and X denotes cuckoo as per k=2. It is obvious that 

cuckoos or their functions are similar to those of their sub-

stitution matrices. This a good cuckoo is the same to an ideal 

requirement of global convergence. The CS also supports 

the global and local search capabilities. It uses Levy flights 

for the purpose of a global strategy of search. 

 

3.2 Substitution matrix Search 

Here CS algorithm is used for searching substitution 

matrix which is suggested by (Li& Wang 2007) as shown in 

Figure 4.b. 

𝑋 = 𝑥0𝑥1 … 𝑥𝑡+1          (2) 

Where  𝑥0 denotes the position of row 0 in M matrix 

M having a value 1x, the actual position in row 1 which is 

in M has a value 1. So, the principle of the cuckoo X is iden-

tical to that of the matrix M that transforms the final value i 

to the x. Another important point was that the 𝑠𝑖 is a con-

stant ranging between 0 and 2k − 1, and  𝑖∗𝑗  implies the 

 𝑥5∗𝑟𝑗 .  Another simple example is illustrated in Figure 5 

where M denotes a substitution matrix and X the corre-

sponding cuckoo as per k=2. It is obvious that cuckoos or 

their functions are similar to those of their substitution ma-

trices. Thus, a good cuckoo is the same as an ideal substitu-

tion matrix. The value of X for every dimension is an integer 

that ranges between 0 and 2𝑘 − 1.. Normally the cuckoo 

found in equations (1) and (2) is not an integer vector of a 

similar substitution matrix and it is not possible to transform 

them into secret messages. The general CS is not engaged 

for the purpose of solving any trouble in search and some 

more changes have to be made. This will now map 

(𝑥𝑛, 𝑥1, … , 𝑥𝑎 − 1)  to (0,1,2, ⋯ , 2𝑘 − 1) which is in ac-

cordance with its value sequence. This also means that it is 

the element that is the largest belonging to (𝑥𝑛𝑥1, 𝑥3) that 

is mapped to 2k − 1 and is also the second largest among 

the elements mapped to the 2𝑘 − 2. For example, if X1is (-

0.2,2.5,4.1,1.3), it remains equivalent to the mapped result 

which is (0,2,3,1). It is also important to note that the 

mapped result does not have to be the same as the substitu-

tion matrix. Generally, the PSNR. is used to consider the 

quality of the stego-image. Thus, there is the PSNR. that is 

used as the fitness function to evaluate the act of that of the 

cuckoo.  

A grey level image of the PSNR is defined as in- 

𝑃𝑆𝑁𝑅 = 10 × log𝑖=1 (2552/𝑀𝑆𝐸)         (3) 

𝑀𝑆𝐸 =
1

𝜋𝐻
∑  𝑤

𝑖=1  ∑  𝑁
𝑗=1  (𝑆(𝑖, 𝑗) − 𝐶(𝑖,𝑗))

2

     (4) 

wherein, 𝑆(𝑖, 𝑗)) and C(𝑖, 𝑗)denote the pixel grey val-

ues of the stego-iuage and also the cover image for a posi-

tion (i,j) and the W and H are the number of pixels with a 

particular width or height for the cover image. A search for 

a substitution matrix with the CS has been shown below: 
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(a)                       (b) 

Figure 4. (a) Details of the Stegano Process by Proposed Ap-

proach (b) Process Flow of CSO Optimization 

 

As shown in Figure 4.b the steps can be described as 

Step 1: Initialization. This makes a random generation 

of K cuckoos as 𝑥1, = 1,2, −𝐾    where every cuckoo gets 

a random Levy distribution which is λ. This sets nest =X 

and also computes PSNR for each cuckoo as shown above. 

Step 2: This is to update the Levy flight of each cuckoo 

by means of using. 

Step 3: Here the result which is mapped for Xi is cal-

culated after deducing the corresponding PSNR. If this is 

larger, the PSNR that corresponds to its personal best nest, 

then the nest, is updated with a new nest X. 

Step 4: If the current number of iteration n is lower 

than the item, n=n+ 1, then go to Step 2 and if not, stop for 

the best possible result of output. 

On a conventional VC with visual secret sharing as its 

foundation, the suggested system is built. In terms of irrele-

vant shares, this algorithm and its execution offer improved 

outcomes, and the photographs have a low contrast. It is 

clear that the system, which is based on conventional VC 

and visual secret sharing, may be able to offer darker shares 

for grey output. When there are irrelevant shares of low-

contrast stego-images, implementation will produce supe-

rior results. The CSA method excels at searching. The 

CSA's memory automation makes it simpler to record local 

minimums and helps in making the best decisions. As a re-

sult, CSA may explore the given search space for the best 

value more efficiently than other methodologies. The 

cuckoo bird acts as an inspiration for CSA because of its 

many lifetimes and reproductive invasion. 

 
(a)       (b) 

Figure 5: (a) Grey Wolf Optimization (b) Improved hybrid 

CSO-GWO Approach 

 

3.3 Hybrid CSA–GWO Based Process 

Combining two or more algorithms to discover the 

best solutions to optimization issues has gained popularity 

recently. Hybrid optimized algorithms have integrated nu-

merous sets of well-known optimization techniques to bet-

ter effectively address the practical difficulties. One of the 

newest combinations of optimization techniques is the 

GWO algorithm with the CSA, in which the crucial group 

parameters in GWO are updated using the position updating 

formula for cuckoo search as it is explicitly shown in the 

flow chart figure 5 a. The novel hybrid CSA-GWO is more 

competent of effectively resolving optimization issues. Ac-

cording to GWO analysis, increasing the likelihood that 

they will choose a less-than-ideal course of action. Regard-

less of the search path, CSA rotates the nest updates at ran-

dom but with a set frequency.  

Cuckoo 
Search 

Grey Wolf 
Optimization

Hybrid GWO CSA 
Optimization 

Step1 : Initialization 

Step2 : Objective Function 
Evaluation

Step3 : Update Cuckoo Nests

Step 4 : Update Grey Wolf Position

Step5 : Evaluate Fitness 

Step6 : Comparison

End 

Start 

 

Figure 6. Process flow diagram of Proposed Approaches 
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As a result, traveling inside the CSA is a great deal 

easier. This supports the claim that CSA is an effective way 

to improve GWO. To put it another way, CSA is used to 

hire new search agents and transfer current ones. Figure 6 

depicts the workflow for merging GWO with CSA. The 

GWO technique and the CSA have recently been coupled 

as an optimization approach, with the latter utilized to up-

date the key group parameters in the former, using the posi-

tion updating formula for cuckoo search. The CSA-GWO is 

strong and successful when used for optimization issues. In 

order to evaluate the effectiveness of the design parameters, 

we contrast the investigative and numerical solutions pro-

duced by the innovative hybrid technique CSA-GWO to 

those produced by a different meta-heuristics approach.  

 

4. Results and Discussion 

The suggested technique has been tested in MATLAB 

9.0 using Windows 10 and an Intel® center running at 

2.40GHz with 4GB of RAM. The cover photos must be 

512x512 in size and include 256 grayscale pixels. Table 1 

in this section displays the CS algorithm's parameters. It em-

ploys the CSO and CS techniques. Tables 2 and 3, as well 

as Figures 7 and 8, display the capacity and PSNR. 

 

 

Table 1. Parameters of Hybrid Approach Algorithm 

Parameter Value 

Number of initial populations 100 

Minimum number of eggs for each cuckoo 2 

Maximum number of eggs for each cuckoo 4 

Maximum number of Cuckoos that can be 

alive at the same time 

250 

Maximum number of iterations 500 

Number of nests 10 

Levy Exponent 1.5 

         Table 2. Capacity for CS 

Capacity (Bits)   CSO Proposed 

Lena Sample-1 39.45 73.60 

Baboon Sample-2 38.22 71.40 

Boat Sample-3 37.12 70.21 

Goldhill Sample-4 39.45 79.88 

Pepper Sample-5 37.22 70.71 

Jelly Beans Sample-6 36.22 70.23 

Clock Sample-7 38.35 77.88 

 

 

Figure 7. Capacity for CS 

Table 3. PSNR for CS 

PSNR        CSO Hybrid-CSO GWO 

Lena Sample-1 36.12 38.12 

Baboon Sample-2 33.21 35.22 

Boat Sample-3 24.77 39.24 

Goldhill Sample-4 33.22 39.22 

Pepper Sample-5 32.24 34.62 

Jelly Beans Sam-

ple-6 

25.35 39.44 

Clock Sample-7 34.26 37.12 
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Figure 8. PSNR Comparative Analysis of CS Algorithm 

Figure 7 and 8  shows greater capacity of Lena, Baboon and other images and its better PSNR values when compared with 

CSO . 

Table 4. Capacity for CS-GWO 

Capacity (Bits) CSO CS-GWO 

Lena Sample-1 39.44 77.24 

Baboon Sample-2 38.17 75.3 

Boat Sample-3     37.12 73.79 

Goldhill Sample-4 39.23 81.49 

Pepper Sample-5 37.07 73.76 

Jelly Beans Sample-6 36.09 71.72 

Clock Sample-7 38.34 79.75 

 

 

Figure 9. Capacity for CS-GWO 

Table 5. PSNR for CS-GWO 

Capacity (Bits) CSO    CS-GWO 

Lena Sample-1 36.12 39.96 

Baboon Sample-2 32.21 35.87 

Boat Sample-3 25.86 38.98 

Goldhill Sample-4 35.17 37.92 

Pepper Sample-5 31.35 34.72 

Jelly Beans Sample-6 25.24 38.84 

Clock Sample-7 34.27 37.97 
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Figure 10. PSNR for CS-GWO 

In this section, the CSO and CS-GWO methods are used. 

Shown in table 4 to 5 and figure 9 to 10.   The capacity, 

PSNR, capacity with FVC and PSNR with FVC are also 

shown in Tables   6 to 7 and Figures 11 to 13. 

Figure 9 observation shows that the CS-GWO has higher 

capacity as compared with CSO. 

Figure 10 shows the better PSNR performance of the CS-

GWO as compared to CSO.  

The proposed methods are evaluated for Video Coding. 

Video coding is the next-generation video coding standard 

for compression. In Figure 11 CS-GWO has noted higher 

capacity 77.41% for FVC002 than CSO. The CS-GWO has 

PSNR higher for FVC001 by 50.8% than CSO. Table 8. and 

9, figure 12. The 13 shows the Normalized Correlation Co-

efficient and Universal Image quality index respectively. 

Table 6. Capacity (Bits) for CS-GWO with FVC 

Capacity (Bits)     CSO CS-GWO 

Video Coding-1 FVC001 24 56.31 

Video Coding-2 FVC002 23 53.38 

 

 

Figure 11. Capacity (Bits) for CS-GWO with Video Coding 

Table 7. PSNR for CS-GWO with FVC 

PSNR CSO CS-GWO 

Video Coding-1 FVC001 22.41 39.97 

Video Coding-2 FVC002 22.32 39.52 

 

 

Figure 12. Normalized Correlation Coefficient for CS-GWO 
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Table 8. Normalized Correlation Coefficient for CS-GWO 

 

 

 

Figure 13. Normalized Correlation Coefficient for CS-GWO for images 

From Figure 13, the CS-GWO shows superior normalized 

correlation coefficient by 3.95% for Lena, by 3.42% for Ba-

boon, by 1.67% for Boat, by 0.53% for Goldhill, by 3.39% 

for Pepper, by 1.88% for Jelly Beans and by 0.57% for 

Clock when compared with CS. From Figure 14, it can be 

observed that the CS-GWO shows best Universal Image 

Quality Index by 3.83% for Lena, by 4.91% for baboon, by 

3.6% for boat, by 3.43% for Goldhill, by 5.3% for Pepper, 

by 3.7% for Jelly Beans and by 3.7% for Clock when com-

pared with CS.  

Table 9. Universal Image Quality Index for CS-GWO 

Universal Image Quality 

Index Images  
CS CS-GWO 

Lena Sample-1 0.03124 0.03546 

Baboon Sample-2 0.02842 0.03012 

Boat Sample-3 0.03654 0.03828 

Goldhill Sample-4 0.03213 0.03515 

Pepper Sample-5 0.02902 0.03106 

Jelly Beans Sample-6 0.03751 0.03991 

Clock Sample-7 0.0329 0.03513 

 

 

0
.1

6
1

2

0
.1

7
2

6

0
.1

5
4

2

0
.1

8
9

2

0
.1

7
6

4

0
.1

5
8

2

0
.1

9
3

5

0
.1

7
7

7

0
.1

7
8

6

0
.1

7
6

8

0
.2

0
0

2

0
.1

9
2

5

0
.1

7
1

2

0
.2

0
4

6

S A M P L E - 1 S A M P L E - 2 S A M P L E - 3 S A M P L E - 4 S A M P L E - 5 S A M P L E - 6 S A M P L E - 7

Normalized Correlation Coefficient CS Normalized Correlation Coefficient CS-GWO

Normalized Correlation Coefficient Im-

ages samples 

 

CS 

 

CS-GWO 

Lena Sample-1 0.1612 0.1777 
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Boat Sample-3 0.1542 0.1768 

Goldhill Sample-4 0.1892 0.2002 
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Jelly Beans Sample-6 0.1582 0.1712 

Clock Sample-7 0.1935 0.2046 
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Figure 14. Universal Image Quality Index for CS-GWO 

5. Conclusions 

The image optimization is a crucial task since the stor-

age space is restricted and the data that needs to be stored is 

continuously increasing. So, there is a need to optimize im-

ages based on diminution of size and improvement of qual-

ity. The CS is a metaheuristic algorithm inspired by Nature 

and it is suggested for the function of this work. A new ste-

ganographic system, that conceals large messages inside a 

level of quality that is acceptable was also suggested. This 

method has a substitutional matrix that was optimal where 

the CS transforms the secret messages and hide them within 

the cover image. The results have proved that the GWO-

CSA has higher capacity when compared with CSO. For the 

purpose of this work, a hybrid CS along with the GWO, had 

been proposed. There was a Cuckoo algorithm that was 

based on the breeding behavior of the cuckoo birds acting 

as a metaheuristic used for solving the Non-Deterministic 

Polynomial (NP) hard problems like optimization of im-

ages. The GWO was a protocol based on population and it 

also used a model known as the producer-scrounger which 

included the method of animal scanning. The best aspect of 

the CS was that it employed a randomized walk through a 

Lévy flight which was very effective in the discovery of 

search space. A hybrid CS-GWO, in the search area of the 

GWO had been extended and the defects of GWO had fallen 

to the point of its local extremum which was ideally im-

proved. The CS was extremely effective in finding solutions 

to the problems of local optimization since it could maintain 

a balance between both local and global walks that made 

use of the parameter of switching. This section is not man-

datory but can be added to the manuscript if the discussion 

is unusually long or complex. 
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